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SECTION 1

Technical Overview



CHAPTER 1

Introduction to 
Hyperconverged 
Infrastructure
The world of technology is changing at both a broader and faster pace 

than ever before. In years past, IT practitioners and decision makers 

might have had to deal with a few new hardware options and some 

software upgrades. Today, changes come every day as companies 

break the data center walls in favor of hybrid cloud, as cloud provid-

ers continue to grow, as software updates deploy silently behind the 

scenes, and as entire new architectures come and go.

As employees devour technologies such as smartphones, tablets, 

wearables, and other devices, and as they become more comfortable 

with solutions such as Slack, Teams, Dropbox, and Zoom, their de-

mands on enterprise IT intensify. On top of this, management and 

other decision makers are also increasing their demands on enterprise 

IT to provide application environments that have higher levels of 

availability and easier growth capability, but with the kinds of pay-

as-you-grow economics that they see from the cloud. Unfortunately, 

enterprise IT organizations often don’t see much, if any, associated 

increases in funding to accommodate these demands, particularly as 

spending increases on other business priorities, such as improved 

security, analytics, remote work, and digital transformation efforts.

These demands have resulted in the need for IT organizations to 

attempt to mimic NASA’s much-heralded “Faster, Better, Cheaper” 

operational campaign. As the name suggests, NASA made great at-

tempts to build new missions far more quickly than was possible 
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in the past, with greater levels of success, and with costs that were 

dramatically lower than previous missions. NASA was largely 

successful in its efforts, but the new missions tended to look very 

different from the ones in the past. For example, the early missions 

were big and complicated with a ton of moving parts, while modern 

missions have been much smaller in scale with far more focused 

mission deliverables.

The same “Faster, Better, Cheaper” challenge is hitting enterprise 

IT, although even the hardest-working IT pros don’t usually have 

to make robots rove the surface of an inhospitable planet! Today’s 

IT departments must meet a quickly growing list of business needs 

while, at the same time, appeasing the decision makers who demand 

far more positive economic outcomes, either by cutting costs overall 

or doing more work within the existing budget. Moreover, organi-

zations find themselves increasingly turning to technology-centric 

solutions to solve real-world crises, placing further strain on IT 

resources.

Even as the public cloud continues to gain favor for certain workloads, 

the real center of workload action remains the on-premises data cen-

ter. Unfortunately, traditional data center architectures actively work 

against modern goals, because with increasing complexity comes 

increased costs—and things have definitely become more complex. 

Virtualization was a fantastic opportunity for companies, but with 

virtualization came new challenges, including major issues with stor-

age. With virtualization, enterprise IT moved from physical servers, 

where storage services could be configured on a per-server basis, to 

shared storage systems. These shared storage systems, while offering 

plenty of capacity, have often not been able to keep up in terms of 

performance, forcing IT departments to take corrective actions that 

don’t always align with good economic practices.

Further, legacy data center infrastructure was often not very intel-

ligent. Once appropriately cobbled together, the IT department was 

able to provide a generally suitable workload operating environment, 
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but it was sometimes operated via the brute force administrative 

method of bashing on keyboards and dragging mice to perform a 

multitude of manual operations. These legacy environments didn’t 

have the kinds of software-centric, data-driven intelligence that 

now enables autonomous operation.

Here are some other challenges legacy data center admins need to 

consider as well:

• Hardware sprawl. Data centers are littered with separate in-

frastructure silos that are all painstakingly cobbled together to 

form a complete solution. This hardware sprawl results in a data 

center that’s increasingly complex, decreasingly flexible, and 

expensive to maintain.

• Policy sprawl. The more variety of solutions in the data center, 

the more touch points that exist when it comes to applying con-

sistent policies across all workloads.

• Scaling Challenges. Predictability is becoming extremely im-

portant. That is, being able to predict ongoing budgetary costs 

and how well a solution will perform after purchase are import-

ant. Legacy infrastructure and its lack of inherent feature-like 

scaling capability make both predictability metrics very difficult 

to achieve.

• Desire for less technical overhead. Businesses want analysts 

and employees that can help drive top-line revenue growth. 

Purely technical staff are often considered expenses that must be 

minimized. Businesses today are looking for ways to make the 

IT function easier to manage overall so that they can redeploy 

technical personnel to more business-facing needs. Legacy data 

centers are a major hurdle in this transition.

• A focus on security. Security has always been important, but never 

more than it is today. Increasingly a boardroom issue, security 

spending is accelerating, sometimes at the expense of other areas 

of IT, a situation that data center architects need to accommodate.
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• Taking efficiency to the next level. Businesses today want an 

IT function focused on business workloads, not one that has to 

constantly wrangle storage into submission with esoteric scripts. 

Next-level efficiency includes imbuing infrastructure with an 

AI-led, data-driven operational framework that bludgeons the 

complexity out of the environment to enable faster results to 

help accelerate business initiatives.

So, with all of this in mind, what are you to do?

Hyperconverged Infrastructure from 
30,000 Feet
A number of years ago, a new data center architectural option, dubbed 

hyperconverged infrastructure, came on the scene and exploded faster 

than anyone could have imagined. Hyperconvergence is a way to 

reduce your costs and better align enterprise IT with business needs. 

At its most basic, hyperconverged infrastructure is the conglomera-

tion of the servers and storage devices that comprise the data center 

with modern iterations of the technology. This modern technology 

includes intelligence features that streamline overall management 

and bring in aspects of AIOps. 

These systems are wrapped in comprehensive and easy-to-use 

management tools designed to help shield the administrator from 

much of the underlying architectural complexity, while providing an 

infrastructure that’s self-managing.

Why are storage and compute at the core of hyperconverged infra-

structure? Simply put, storage had become an incredible challenge 

for many companies. It’s traditionally been one of—if not the—most 

expensive resources in the data center, often requiring a highly 

skilled person or team to keep it running. 

Moreover, for many companies, storage became a single point of 

failure. When it failed, swaths of services were negatively impacted. 
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Finally, with the increase in the growth of data volume, legacy stor-

age architectures were beginning to crumble. This data explosion 

overwhelmed systems that simply weren’t designed to handle the 

flood of information coming their way.

Combining storage with compute is in many ways a return to the 

past, but this time serious brains have been wrapped around it. 

Before virtualization and before SANs, many companies ran physical 

servers with direct-attached storage systems, and they tailored these 

storage systems to meet the unique needs for whatever applications 

might have been running on the physical servers. The problem with 

this approach was it created numerous “islands” of storage and 

compute resources without a centralized coordinating mechanism. 

Virtualization solved this resource sharing problem, but introduced 

its own problems, which were discussed earlier.

Hyperconverged infrastructure distributes the storage resource among 

the various nodes that comprise a cluster. Built using standard server 

chasses and hardware, hyperconverged infrastructure nodes and 

appliances are bound together via Ethernet and a powerful software 

layer. The software layer often includes a virtual storage appliance 

(VSA) that runs on each cluster node. Each VSA communicates with all 

of the other VSAs in the cluster over an Ethernet link, thus forming a 

distributed file system across which virtual machines (VMs) are run.

VM VM VM VSA VM VM VM VSA

Shared Storage Pool / Storage Namespace

Hypervisor Hypervisor Hypervisor

VM VM VM VSA

Figure 1-1:  An overview of a Virtual Storage Appliance
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The fact that hyperconverged systems leverage standard off-the-

shelf hardware is critical. The power behind hyperconverged infra-

structure lies in its ability to corral resources—RAM, compute, and 

data storage—from hardware that doesn’t have to be custom-engi-

neered. This is the basis for hyperconverged infrastructure’s ability 

to scale granularly, work more efficiently and save money.

Resources to Consolidate
The basic combination of storage, servers, and a hypervisor is the 

undergirding of all hyperconverged infrastructure. And the more 

hardware devices and software systems that can be collapsed into a 

hyperconverged solution, the easier it becomes to manage and less 

expensive to operate.

Here are some data center elements that can be integrated in a hy-

perconverged infrastructure. Often, these simply become invisible 

features of the solution and don’t even require separate management.

Deduplication Appliances
In order to achieve the most storage capacity, deduplication technol-

ogies are common in today’s data center. Standalone storage solu-

tions and dedicated appliances are available that handle complex and 

CPU-intensive deduplication tasks, ultimately reducing the amount 

of data that has to be housed on primary storage. 

The basics behind hyperconverged infra-

structure should be well understood before 

proceeding with the remainder of this 

book. If you’re new to hyperconverged 

infrastructure or are unfamiliar with 

the basics, please read “Hyperconverged 

Infrastructure for Dummies,” available now 

for free from www.hpe.com/HCI/fordummies

http://www.hpe.com/HCI/fordummies
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But even in these cases, deduplication isn’t always as comprehen-

sive as it could be. As data moves around the organization, data is 

rehydrated into its original form and may or may not be reduced 

via deduplication as it moves between services. In essence, you may 

end up in a scenario in which data is being constantly reduced and 

rehydrated as it meanders around the environment. It’s a terribly 

inefficient use of resources that could be better targeted to support 

more workloads.

SSD Caches, Hybrid Storage, and  
All-Flash Arrays
To address storage performance issues, companies increasingly 

deploy either solid-state disk (SSD)-based caching systems, hybrid 

storage arrays, or full SSD/flash-based storage arrays. However, all 

of these solutions have the potential to increase complexity as well as 

cost. When server-side PCI-e SSD cards are deployed, there also has 

to be a third-party software layer that allows them to act as a cache, 

if that’s the desire. With all-flash arrays or flash-based stand-alone 

caching systems, administrators are asked to support new hardware 

in addition to everything else in the data center.

Backup Software
Data protection in the form of backup and recovery remains a critical 

service provided by IT and is one that’s often not meeting organi-

zational needs. Recovery time objectives (RTO) and recovery point 

objectives (RPO)—both described in the deep-dive section, “The Ins 

and Outs of Backup and Recovery”—are both shrinking metrics upon 

which IT needs to improve. 

Using traditional hardware and software solutions to meet this need 

has been increasingly challenging. As RPO and RTO needs get shorter, 

costs get higher with traditional solutions.
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With the right hyperconverged infrastructure solution, the picture 

changes a bit. In fact, some baseline solutions include comprehen-

sive backup and recovery capability that can enable extremely short 

RTO windows, enabling very small RPO metrics—both very good 

characteristics!

Data Replication
Data protection is about far more than just backup and recovery. 

What happens if the primary data center is lost? This is where repli-

cation comes into play. By making copies of data and replicating that 

data to remote sites, companies can rest assured that critical data 

won’t be lost.

To enable these data replication services in traditional scenarios, 

companies implement a variety of other data center services. For 

example, to minimize replication impact on bandwidth, companies 

deploy WAN-acceleration devices intended to reduce the volume of 

data traversing the Internet to a secondary site. WAN accelerators 

are yet another device that needs to be managed, monitored, and 

maintained.

There are acquisition costs to procure these devices; there are opera-

tion costs in the form of staff time and training; and there are annual 

maintenance costs to make sure that these devices remain supported 

by the vendor.

The Ins and Outs of Backup 
and Recovery
There are critical recovery metrics—known 

as recovery time objective (RTO) and re-

covery point objective (RTO) that must be 

considered in your data protection plans. 

You can learn a lot more about these two 

metrics in Chapter 5.
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Up Next
With an understanding of hyperconverged infrastructure and knowl-

edge about many of the resources that can be consolidated into 

such solutions, let’s move on to discuss some specific data center 

architectural elements and options that comprise a hyperconverged 

environment.



CHAPTER 2

Architecting the 
Hyperconverged  
Data Center
Data centers are dynamic, complex, and sometimes even chaotic. As 

business needs evolve, so does the data center, with IT staff working 

hard to ensure that the operating environment is sufficiently robust. 

Today, the term “data center” is coming to mean something com-

pletely new, too, as organizations look for ways to comingle public 

cloud, on-premises environments, and far-flung edge locations to 

operate their  application workloads.

Hyperconverged infrastructure starts to change the mechanics behind 

how these efforts are carried out. With regard to hyperconvergence, 

there are a number of architectural elements that must be considered 

in order to determine the best path forward. But always remember: 

One of the primary goals of hyperconvergence is to simplify the 

workload operating environment.

You don’t need to worry about buying all kinds of different hardware, 

because with hyperconvergence the traditional silos of compute and 

storage resources have been merged into a single hyperconverged 

appliance. Moreover, the more sophisticated hyperconverged infra-

structure solutions converge far more than just servers and storage. 

These appliances can also include your entire backup-and-recovery 

process, your deduplication and WAN acceleration appliances, and 

much more. Your architectural decisions can revolve around high-

er-order items, such as those described in the following sections.
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Decision 1: Server Support
Not all hyperconverged solutions ship in the same kind of packaging. 

For example, there are appliance-based hyperconverged solutions 

from companies such as HPE, Nutanix, Scale Computing, and NetApp. 

And then there are software-only solutions that you install yourself.

With an appliance-based solution, you’re buying the full package, 

and you just need to plug everything in and turn it on. These are 

really easy to get going since most things are already done for you.

Perhaps the biggest downside to an appliance-based solution is that 

you generally have to live with whatever constraints the vendor has 

placed on you. You need to remain within its hardware specifications. 

That said, today, there’s generally more than sufficient configurabil-

ity so that this is mostly a non-issue.

Decision 2: The Storage Layer
Let’s face facts. One of the main reasons people are dissatisfied with 

their data centers is because their storage solution has failed to keep 

pace with the needs of the business. For those still running in envi-

ronments using spinning disks, perhaps storage is too slow. Others 

may not have the full suite of data-efficiency features (i.e., dedupli-

cation and compression), forcing the company to buy terabyte after 

terabyte of new capacity. Or maybe the company is falling victim to a 

data tsunami and can’t keep up with the outdated method of adding 

storage all the time.

Many storage devices—even today!—aren’t as well-designed as 

they could be when it comes to supporting virtualized workloads. 

Traditional SANs can be challenged when attempting to support 

the wide array of I/O types that are inherent in heavily virtualized 

environments. At the same time, storage remains complex, often 

requiring specialized skill sets to keep things running. For some 

systems, it’s not easy to do the basics, which can include managing 
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LUNs, RAID groups, aggregates, and more. Some storage solutions 

also impose complex storage requirements, which can further muddy 

the infrastructure waters.

As companies grow and become more dependent on IT, they also 

start to have more reliance on data mobility services. Legacy storage 

systems don’t always do a great job enabling data mobility and often 

don’t even support services like remote replication and cloning or, if 

they do, it’s a paid upgrade service. Without good local and remote 

cloning and replication capabilities, ancillary needs like data protec-

tion take on new challenges, too.

None of these situations are sustainable for the long term, but 

companies have spent inordinate sums of cash dragging inadequate 

storage devices into the future.

Hyperconverged infrastructure can solve this storage challenge once 

and for all. At the most basic level, hyperconverged infrastructure 

unifies the compute and storage layers and effectively eliminates the 

need for a monolithic storage array and SAN.

How does the storage component actually work if there’s no more 

SAN? Let’s unveil the storage secrets you’ve been dying to know!

Software-Defined Storage Defined
Abstract. Pool. Automate. That’s the mantra by which the soft-

ware-defined movement attains its success. Consider the traditional 

SAN. It can be a huge and expensive device. Software-defined storage 

(SDS) works in a vastly different way. With SDS, storage resources 

are abstracted from the underlying hardware. In essence, physical 

storage resources are logically separated from the system via a soft-

ware layer.

Hyperconverged infrastructure systems operate by returning to an 

IT environment that leverages direct-attached storage running on 

standard server hardware, but many solutions go far beyond this 
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baseline. In these baseline systems, there are a multitude of hard 

drives and SSDs installed in each of the x86-based server nodes that 

comprise the environment.

Installed on each of these nodes is the traditional hypervisor, along 

with software to create a shared resource pool of compute and stor-

age. Increasingly, hyperconverged vendors are either eliminating 

disks from their product lineup and moving to flash-only configura-

tions, or they’re adding all-flash variations to their existing product 

portfolios.

What’s more is that there are vendors who collapse data protection, 

cloud gateway technologies, and services such as deduplication, 

compression, and WAN optimization into their solutions. In es-

sence, hyperconverged infrastructure leverages the concepts behind 

SDS systems in order to modernize and simplify the data center 

environment.

With storage hardware fully abstracted into software, it becomes 

possible to bring policy-based management and APIs to bear in ways 

that focus efforts on VM management rather than the LUN. The VM 

is really the administrative target of interest, whereas a LUN is just 

a supporting element that contributes to how the VM functions. By 

moving administration up to the VM level, policies can be applied 

more evenly across the infrastructure. 

Further, the API-centric nature of the product brings new capabilities 

to the modern data center, including automation and orchestration 

via other software tools. With such features in place, it starts to 

become possible to consider how a fully autonomous data center can 

be realized.

To VSA or Not to VSA?
Much has been written about why virtual storage appliances, or VSAs, 

(which run in user space) are terrible, why VSAs are awesome, why 

hypervisor-converged (kernel space) storage management is terrible, 
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and why hypervisor-converged storage management is awesome. In 

short, should storage-management services run in user space (VSA) 

or kernel space (kernel-integrated)?

Defining VSA and Kernel-Integrated 
Management 
Before examining the facts behind these opinions, let’s take a minute 

to make sure you understand what constitutes a VSA versus a ker-

nel-integrated storage management system. Bear in mind that both 

VSAs and kernel-integrated management systems are part of the SDS 

family of storage systems in which storage resides in the server, not 

on SANs or separate arrays—at least in general.

A VSA is a VM that runs on a host computer. This VM’s purpose is to 

manage the storage that is local to that host. The VSAs on individual 

hosts work together to create a shared storage pool and global name-

space. This storage is then presented back to the virtual hosts and 

used to support VMs in the environment. HPE’s SimpliVity platform 

is among a number of offerings from various companies that use a 

VSA to support the storage element of the solution.

Figure 2-1 provides a conceptual look at how VSAs operate. The key 

point here is to understand that the VSA is a VM just like any other.

Most hyperconverged systems on the market use this VSA method for 

handling storage abstraction.

However, kernel-integrated storage is another method you should 

understand. Referred to as either kernel-integrated storage man-

agement or hypervisor-converged storage, this non-VSA storage 

management method operates through the implementation of a 

kernel-based module that resides in the hypervisor. In other words, 

instead of a VM handling local storage management, this hypervisor 

kernel handles the job. The most well-known kernel-integrated hy-

perconverged infrastructure solutions is VMware vSAN, which uses 

an operating system driver to handle storage needs.
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There are other significant players in this space as well, such as 

Microsoft with Storage Spaces Direct (S2D). This feature is built 

right into the Windows Server Datacenter edition. Users can either 

build their own architecture and manage it or they can partner with 

a vendor such as HPE if they prefer to have a fully supported S2D 

experience. Regardless of how it’s supported, S2D is a kernel-driven 

service that requires Windows at the core.

Choosing a Method
So, which method is better? Let’s take a look at both options and how 

they align with needs around hyperconverged infrastructure.

First, recall the discussion around hypervisor choice. If you don’t need 

multi-hypervisor support, then either a VSA or a kernel-integrated 

kernel module will work equally well. Remember that multi-hyper-

visor choice is often not a major requirement as long as the intended 

solution supports the hypervisor you want to use, or plan to use in 

the future. 

As soon as you introduce a need for multi-hypervisor support, your 

only choice is to work with a VSA. Because a VSA is just another VM 

running on the host, that VSA can be transitioned to run on any other 

hypervisor. When it comes to portability, VSA is king. There are far 

VM VM VM VSA VM VM VM VSA

Shared Storage Pool / Storage Namespace

Hypervisor Hypervisor Hypervisor

VM VM VM VSA

Figure 2-1: This is the general architecture that includes a VSA
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more VSA-based hyperconverged infrastructure solutions available 

on the market than non-VSA ones. 

That said, even VSA-based systems don’t always support every hy-

pervisor on the market. Make sure you talk to your hyperconverged 

infrastructure vendor before making a buying decision to ensure that 

the solution you’re considering supports your intended hypervisor.

Hypervisor-integrated systems will lock you into the hypervisor to 

which the kernel module is tied. For some, that’s a big downside. For 

others, it’s not a problem since they don’t have any plans or desire to 

move to a different hypervisor.

All this said, let’s talk reality. VMware has spent years tuning the 

general hypervisor for performance and has told its customers 

that it’s more than sufficient for running even their most perfor-

mance-sensitive applications, including monster databases on Oracle 

and SQL Server, Exchange, SAP, and SAP HANA. It boils down to this: 

If it’s good enough for those kinds of really I/O-heavy applications, 

why can’t it support storage and hyperconvergence?

Proponents for VSA-based systems say they are designed from the 

ground up to support storage and hyperconverged infrastructure 

running a variety of workloads and applications. In fact, some of 

these appliances are certified to support Microsoft and high-impact 

SAP apps, without being tied to a single hypervisor. That kind of 

flexibility can’t be overstated.

It’s hard to say that one solution is “better” than the other. Instead, 

they’re just different ways to achieve the same goal, which is to 

abstract storage, pool it, and present it back to the hypervisor as a 

single shared resource pool. The choice really comes down to other 

goals you may have for your environment.
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The Role of Custom Hardware in a Commodity 
Infrastructure
The first “S” in SDS stands for software. SDS is very much a soft-

ware-driven storage architecture. However, this doesn’t mean that 

custom hardware has no place in the solution. For software-defined 

purists, having any custom or proprietary hardware anywhere in 

the software-defined data center might be considered blasphemous. 

However, don’t forget that we live in a world where not all is black 

and white. Shades of gray permeate everything we do.

The purists are right, to a point. Proprietary hardware that doesn’t 

serve a strategic purpose doesn’t belong in a software-defined data 

center. However, when proprietary hardware provides a value-add 

that significantly differentiates a solution, it’s worth a hard look. The 

vendor isn’t creating that proprietary hardware for no reason.

For example, HPE includes a proprietary hardware card, called an 

accelerator card, in one of its hyperconverged models to handle much 

of the heavy lifting when it comes to complex storage operations.

In the modern data center, some storage truths must be observed. 

The first is that latency is enemy No. 1. The more latency that’s in-

troduced into the equation, the slower that workloads will operate. 

HPE SimpliVity’s accelerator card is inserted into a commodity 

server and uses custom-engineered chips to provide ultra-fast write 

caching services that don’t rely on commodity CPUs. Moreover, the 

accelerator card enables comprehensive data reduction technologies 

(deduplication and compression) to take place in real time with no 

performance penalty in order to massively reduce the total amount 

of data that has to be stored to disk and the I/O that it takes to carry 

out operations.

Of course, it wouldn’t be a complete modern solution if this card 

was an absolute requirement. To that end, HPE also makes avail-

able SimpliVity node options in which the heavy lifting around 
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deduplication and compression are wholly handled by increasingly 

powerful commodity CPUs. Modern CPUs have incredible horsepow-

er, some of which can be sliced away and used to improve overall 

data efficiency. HPE’s software-optimized stack (read: no physical 

accelerator card) allows more adaptation of HPE server platforms 

from high performance computing to edge computing to match 

customer’s use cases.

Regardless of which way you go, remember this: Even when there’s 

some custom hardware, “software-defined” has nothing to do with 

hardware. “Software-defined” is about abstraction from the under-

lying hardware, thereby allowing software to present all services to 

applications.

Decision 3: Data Protection Services
Data protection shouldn’t be considered an afterthought in your data 

center. It should be considered a core service that’s central to how IT 

operates. RTOs and RPOs should be a key discussion point as you’re 

considering hyperconverged infrastructure solutions. Bear in mind 

that not all hyperconverged products come with the same levels of 

data protection.

Dot Your RPOs and Your RTOs
We haven’t ignored how important Recovery 

Time Objectives (RTOs) and Recovery 

Point Objectives (RPOs) are in this book. 

In fact, we have a whole chapter on data 

protection. To learn everything you’ve ever 

wanted to know about data protection as it 

relates to hyperconverged infrastructure, head 

on over to Chapter 5.
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Decision 4: The Management Layer
The data center has become an ugly place when it comes to manage-

ment. There are separate administrative consoles for everything in 

the environment. The result is that administrators have no consis-

tency in their work and are burdened with inefficiencies. To simplify 

management in the data center, admins need as few interfaces as 

possible. Here are the most common options that you need to be 

aware of when considering a hyperconverged virtual infrastructure:

Virtualization Layer Management
For those using VMware vSphere, vCenter is already in place. 

There’s no need to add a separate management tool to manage the 

environment.

Orchestration and Automation Layer 
Management 
Once the hyperconverged infrastructure is running, common tasks 

must be automated to gain efficiencies. Common orchestration and 

automation tools include:

• One-click upgrades: Upgrade software, hypervisor, and firmware 

with the click of a mouse. It’s the ultimate single pane of glass 

tool that helps bring simplified lifecycle management to your 

environment.

• VMware vRealize Automation (vRA). Provides automated pro-

visioning through a service catalog. With the ability to deploy 

across multi-vendor cloud and virtual infrastructures, vRA allows 

you to provide applications to the business as needed.

• Containers. Containers have become a key player in the infra-

structure space as have software management and orchestration 

layers, including the massively popular Kubernetes. Containers 

run atop a virtualized environment allow for increased workload 

flexibility, just like traditional applications.
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Vendor-Supplied Management

Many hyperconvergence solutions provide you with a whole new 

management interface for your virtual infrastructure. With most hy-

perconverged solutions running vSphere today, this idea of creating a 

whole new management tool for the virtual infrastructure disregards 

that fact that you already have one—VMware vCenter.

REST APIs
A Relative State Transition Application Programming Interface (REST 

API) provides you with the entry point required to integrate multiple 

management points and automate your data center.

You should ensure that the hyperconvergence solution you choose 

offers compatibility with the virtualization management, automa-

tion, orchestration, and API tools discussed here. Also, ensure that 

your hyperconvergence solution does whatever is possible to reduce 

the number of management points and tools that are required for 

administration and troubleshooting.

Decision 5: Autonomy and Intelligence
Data center infrastructure is constantly influenced by advancements 

in cloud technologies among other areas. As cloud providers have 

added automation features to their platforms, on-premises in-

frastructure providers have done the same. Further, as processing 

capability for vast amounts of data has become more feasible, infra-

structure providers are turning that data into active intelligence that 

can help improve overall data center management.

Let’s start with that intelligence point. HPE InfoSight brings to your 

data center AI-driven global intelligence that provides end-to-end 

visibility into your HPE SimpliVity environment and services, and 

predictive analytics based on both historical data and that gleaned 



A R C H IT E CT I N G T H E HY P E R C O N V E R G E D DATA C E NT E R 3 0

from data points across the entire HPE InfoSight install base. HPE 

InfoSight equips HPE SimpliVity environments with the ability to 

predict, prepare, and prevent infrastructure problems before they 

happen, reducing costs and increasing operational efficiency—cor-

nerstone features of a hyperconverged infrastructure solution.

Via HPE InfoSight with HPE SimpliVity, customers enjoy a stream-

lined support experience—the infrastructure automatically opens 

support tickets with HPE when necessary. You gain the ability for 

24/7 monitoring in the environment, which includes both up/down/

fault monitoring, as well as capturing performance metrics such as 

throughput, IOPS, and latency.

The end result is an environment that is more capable, more au-

tonomous, easier to manage, easier to support, and less expensive 

to operate.

Up Next
You’ll learn a lot more about intelligence and HPE InfoSight in 

Chapter 3.

Hypervisor Support
By its very nature, hyperconverged in-

frastructure requires using some kind 

of hypervisor. The hypervisor has be-

come the standard layer on which most 

new business applications are deployed. 

Although there are still services deployed 

on bare metal servers, they’re becoming far 

less common as virtualization assimilates more and bigger workloads 

and as Kubernetes-powered containerized applications hit the scene.



CHAPTER 3

The Intelligence Era:  
The Intersection of Data and 
IT Operations
Every day your company leverages data in some way to drive decision 

making. There’s even a term for this activity: data-driven decision 

making. In a typical context, data-driven decisions generally revolve 

around direct business activity, with data helping company leader-

ship provide strategic direction. 

Increasingly, however, data is being used across the business 

landscape. Even IT infrastructure has jumped into the data-driven 

decision-making game, as infrastructure imbued with intelligence 

capabilities provides organizations with streamlined operations, 

reduced costs, faster time to value, and more.

A hyperconverged infrastructure solution enhanced with indus-

try-leading intelligence can become the cornerstone of an intelli-

gent data platform that spans your organization and provides new 

capabilities.

Identifying the Need for Intelligence
It’s easy to say, “Yes!  We need intelligence!” But the reality is that 

a business case must be built for it first. Let’s start with an easy 

one. When there’s an application slowdown, everyone starts pointing 

fingers at the storage layer. But did you know that more than 90% of 

these kinds of problems, including outages, arise from components 
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above the storage layer? This includes the network, servers, and 

hypervisor, as well as the individual applications themselves.

The result is that a typical problem may have hundreds of variables 

to track, a task that’s far too complex to solve without some help. For 

some common and obvious problems, troubleshooting might be easy, 

but as soon as you have to start digging, you end up in a quagmire of 

log files, finger pointing, and manual correlation between services.

Downtime Detour: Getting Ahead of Problems
Nothing is worse than going into the office after a relaxing weekend 

to be greeted with people running from the building screaming, “The 

CRM is down! The finance system is down!” 

You know you’re in for a long day or week. That’s because, if you’ve 

been in IT for any length of time, you know that the word “down” 

actually refers to a spectrum of potential states. Second, you know 

that it will be up to you to figure out exactly where on the spectrum 

of “down” the latest issue sits. Finally, it will be your job to fix what-

ever caused the problem.

Often, you will discover that the problem could have been avoided 

had there just been a system in place to keep a watchful eye on the 

infrastructure. Maybe you unexpectedly ran out of storage space or 

noticed that there was a fault somewhere in the environment and you 

need support. With an intelligent data platform, these problems are 

significantly reduced, since an AI-driven set of processes maintains 

a vigilant watch over your burgeoning infrastructure and automates 

contact with support when a problem is identified.

Addressing 5 Key Needs
There was a day when a bit of downtime was acceptable. No longer. 

You need infrastructure that is constantly available and, as it gets 

more complex, remains supportable. 
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Remember that your IT platform is all about data. Since maintain-

ing access to the data that is crucial, you need both a solid, stable 

platform and an overarching intelligent data strategy. That strategy 

needs to address these five key points:

• Always on. Downtime isn’t an option, and your intelligence is 

included in that. You need 24/7/365 access to your infrastructure 

and to the tools that manage it.

• Always fast. Access to data can’t be hampered by speed issues. 

Your applications require real-time access, and as you start to 

use ongoing analytics to improve your transformation efforts, 

you’ll need the ability to crunch data faster than ever before.

• Automated and on demand. Automation and self-service go 

hand-in-hand. As users get more comfortable with technology, 

it’s natural that they want to do more on their own. Likewise, as 

IT gets deeper into the business vs. the bits and bytes, it’s natu-

ral and appropriate for IT to try and automate where possible, to 

free up time to focus more on business outcomes. With InfoSight 

and an intelligent data strategy and platform, organizations can 

spend their scarce IT cycles on value-add activities to the busi-

ness and allow infrastructure to self-manage.

• Hybrid by design. Hybrid cloud is the new normal. Most or-

ganizations are using some combination of public cloud and 

on-premises services, placing them squarely in the hybrid cloud 

camp. Traditionally, these kinds of environments have been 

difficult to manage in a consistent way. The HPE Intelligent Data 

Strategy normalizes operations between these environments.

• Global intelligence. From the data center to the edge and from 

servers to storage, you need aggregated intelligence for your 

entire infrastructure. HPE’s intelligent data platform set of 

products and services provides the global insight that allows you 

to make decisions, automate operations, and reduce costs. 
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The HPE Intelligent Data Platform
HPE’s Intelligent Data Platform includes three broad categories: 

1. HPE InfoSight, for overall management and intelligence

2. A complete portfolio of intelligence-equipped infrastructure and 

software offerings

3. HPE GreenLake, an innovative consumption model that allows 

organizations to adopt a cloud-like pay-as-you-go, IT-as-a-

service offering for all IT services, including those that operate 

on-premises and in edge environments

You will notice in Figure 3-1 that HPE SimpliVity is part of the gener-

al-purpose section of the workload-optimized systems category. As 

such, you will find that HPE SimpliVity hyperconverged infrastructure 

solutions go far beyond what is possible with just a hyperconverged 

platform alone. 

With the inclusion of HPE InfoSight, your HPE SimpliVity imple-

mentation gains a number of capabilities that you’ll learn about in 

this chapter and throughout this book. And, as a part of its inclusion 

in the GreenLake portfolio, you can start adopting HPE SimpliVity 

technology today and pay for only what you use.

Workload-optimized systems

Mission critical General purpose Secondary AI/analytics

InfoSight

HPE GreenLake

HPE Primera,
HPE 3PAR

HPE Nimble 
Storage, HPE 

SimpliVity

HPE Recovery 
Mgr, Nimble 

Hybrid, StoreOnce

HPE BlueData,
MapR, Apollo

Any cloud

Edge Private cloud Hybrid cloud

HPE SimpliVity,
MapR

SimpliVity, Nimble
Storage dHCI, HPE
Primera + Synergy

HPE BlueData, MapR,
Cloud Volumes, 

Cloud Bank

Figure 3-1: The HPE Intelligent Data Platform portfolio
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Intelligence in Focus: Critical Elements 
of Your Strategy and Platform
In the context of HPE SimpliVity, there are key elements you should 

understand in terms of outcomes related to your intelligence strate-

gy. These are discussed in the following sections.

Intelligence with HPE InfoSight
Legacy data centers are often fractured silos of infrastructure with a 

management plane that is even more cobbled together. Making sense 

of these disparate resources is an exercise in futility. Moreover, these 

fractured environments, while providing a serviceable workload 

platform, sometimes require organizations to buy yet more tools 

to provide comprehensive monitoring, automation, and orchestra-

tion services.

The right hyperconverged infrastructure solution solves this problem 

and brings into the fold AI-driven automation features that stream-

line operations, add predictability, and reduce costs. This is where 

a tool such as HPE InfoSight truly sings. HPE InfoSight works with 

your HPE SimpliVity environment and adds value at the cluster, host, 

and VM level—and it also adds powerful overarching metrics and 

support enhancements.

Here’s an overview of what HPE InfoSight provides at each level:

• Cluster level. At the cluster level, HPE InfoSight offers immediate 

insight into overall cluster size, capacity utilization for VMs and 

backups, and data reduction statistics, culminating in an overall 

data reduction efficiency figure. It also provides 30-60-90 pre-

dictive utilization stats based on current usage.  

• Host level. For hosts, HPE InfoSight quickly exposes software 

version information for HPE-provided software as well as for 

VMware vSphere. Drilling down on a host gives you a look at 

that host’s capacity metrics, including used and free space. A 
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historical usage chart helps you identify periods during which 

there may have been unusual capacity spikes, so you can dig a 

little deeper to see what may have caused it. In the event of a 

host’s SSD drive failure, HPE InfoSight will automatically create 

a case to report the issue.  

• VM level. When digging into VM-level data, you’ll find that HPE 

InfoSight provides a plethora of details around how much phys-

ical and logical storage is being consumed per VM. You’ll and get 

details about the number of current backups available for each 

VM, as well as the I/O figures per VM for the past 24 hours. A 

deeper understanding of I/O can help you more quickly discover 

performance challenges.

Gathering all of this data is just one of five steps that comprise the 

entirety of HPE InfoSight’s capabilities. Once data has been gathered, 

HPE InfoSight can use that information to learn patterns based on 

historical characteristics. From there, the tool can begin making rec-

ommendations based on what it’s learned, and eventually will begin 

to automate responses and actions.

There are five key steps in HPE InfoSight’s machine learning and 

predictive analytics process. Each one builds on the others:

• Observing. Thousands of data points are retrieved from sensors 

built into HPE servers and storage products

• Learning. Applying advanced pattern recognition to the sensor 

data collected across all devices globally

• Predicting. Anticipating problems based on the observations 

and learning

• Recommending. Intelligent decisions that prevent issues, im-

prove performance, and optimize resources 

• Acting. Automation, resulting in game-changing benefits 

and outcomes
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A host of operational improvements result from this process. Perhaps 

the most important is predictability. For example, you no longer have 

to guess when you may run low on available storage capacity—HPE 

InfoSight predicts when cluster capacity will be full, allowing you to 

be proactive in addressing this looming problem, rather than reacting 

after the problem hits. 

On the support front, HPE InfoSight can take automated action and 

raise support tickets before you even know there’s a problem. That 

results in faster time to resolution, which also has clear benefits.

Continuous Innovation via SaaS
It’s important to understand that HPE InfoSight is software as a ser-

vice (SaaS). This has a crucial benefit for your organization—you’re 

no longer locked into monolithic version upgrades that just dump a 

slew of new features and changes in your lap every couple of years. 

Instead, it’s a continuous release cycle that includes constant inno-

vation. There are new nuggets that just show up and add more value 

to the tool over time. This includes enhanced reporting capabilities. 

All this means that as time goes on, HPE InfoSight’s reporting will 

get richer and richer.

Integration with Other Members of the 
Platform Family
As a member of the Intelligent Data Platform family, HPE SimpliVity 

products can interoperate with other members, leading to signif-

icant advantages for your infrastructure. Let’s take backups as an 

example. One of the strengths of HPE SimpliVity is the ability to 

natively take deduplicated and compressed backups. These efficient, 

VM-level, full backups are a staple of the HPE SimpliVity data virtu-

alization platform.
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But what if you wanted to take that further? What if you also wanted 

the ability to expand backups to secondary storage or even the cloud—

and you discovered that your existing hyperconverged infrastructure 

platform had that capability built in? You’d probably jump on it!

That is exactly what you can do, thanks to the integration between 

HPE SimpliVity and HPE StoreOnce1 data protection backup appli-

ances. HPE StoreOnce is already an established disk-based backup 

solution. 

A number of popular backup software companies have integrated 

HPE StoreOnce into their offerings. HPE SimpliVity takes advantage 

of this better-together story as well, natively integrating with this 

mature, proven HPE backup solution, without requiring additional 

third-party backup software. 

As mentioned, HPE SimpliVity has efficient built-in backups. Global 

deduplication means that when the hyperconverged platform makes 

a backup, it only needs to capture changed data. This is exactly what 

HPE has done with StoreOnce. 

StoreOnce allows you to treat it just like another HPE SimpliVity 

cluster. What does this mean? When HPE SimpliVity backs data up to 

the StoreOnce appliance, the data is already deduped and compressed. 

When you copy that data, why rehydrate it and burden your CPUs with 

that task? Rehydration works against you by significantly increasing 

the volume of the copied data and the workload on the system, which 

means the transfer will take more time and require more bandwidth. 

This unnecessary I/O on the system often means IT organizations 

can only do backups during the night, or in down periods.

HPE SimpliVity backs up data to HPE StoreOnce in its deduped and 

compressed state, ready to be compared against any other data in 

the HPE StoreOnce Catalyst Store (see Figure 3-2). If the data exists, 

there’s no need to write it again. It’s a simple, efficient process that 

just makes sense.

1 https://www.hpe.com/us/en/storage/storeonce.html

https://www.hpe.com/us/en/storage/storeonce.html
https://www.hpe.com/us/en/storage/storeonce.html
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It’s not just operations efficiency that is gained. HPE StoreOnce 

integration comes with an additional benefit: reduced data storage 

cost. When compared with storing data on all-flash hypercon-

verged nodes, costs can be as much as seven times lower on an HPE 

StoreOnce System.

This is just one example of how an Intelligent Data Platform can 

support your needs, from edge to core to cloud.

Intelligence and Automation Everywhere
Modern organizations often sprawl around the globe, leading to many 

different types of infrastructures, including data centers, remote or 

branch offices (ROBO), and edge environments. 

An overarching intelligent data strategy and platform will account 

for this, and be able to support you regardless of the size, scope, 

and location of your resources. It goes on the road with you and 

embraces all of your supported services to give you a global view of 

your environment. 

SimpliVity Host

OVC

OVC Chunk

Store

OVC Hash

Send SimpliVity 
Hashes

List Chunks 
SimpliVity 
needs to send

Send Unique
Chunks

Compress Catalyst Client

StoreOnce

Match1

2

4
3

Figure 3-2: HPE SimpliVity to StoreOnce optimized backup in action



CHAPTER 4

Addressing Data Center 
Pain Points
As much as IT pros hate to be told, “We have to do more with less,” it’s 

doubtful that this directive will die in the near future. The unfortunate 

truth is that IT has to continue to do more with either no increase or 

with decreases in overall resources. This comes at the same time that 

increasing attention is being paid to other technology-centric needs, 

including increasing security, implementing remote work solutions, 

and undertaking digital transformation initiatives.

That means that organizations need to reconsider how they operate 

underlying infrastructure to make sure that it’s cost effective, can 

allow staff time to work on these other needs, and provides the intel-

ligence and autonomous operational capabilities expected of modern 

deployments. In this chapter, you’ll learn about how hyperconverged 

infrastructure can be leveraged to help address these needs.

The Relationship Between Performance 
& VM Density
Return on investment. Total cost of ownership. These are phrases 

used to describe the economic impact of technology investments—

or expenses—depending on your perspective. Regardless of the 

perspective, though, businesses want to squeeze as much return as 

possible out of their technology investments while spending as little 

as reasonably possible on those investments.

You might be wondering what this quick economic discussion has to 

do with workload performance in the data center. There’s actually a 
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direct link between these two topics and it revolves around overall 

VM density. VM density refers to the number of VMs that you can 

cram onto a single host. The more VMs that you can fit onto a host, 

the fewer hosts you need to buy. Obviously, fewer hosts means hav-

ing to spend less money on hardware, but the potential savings go far 

beyond that measure.

When you have fewer hosts, you also spend less on licensing. For 

example, you don’t need to buy hypervisor licenses for hosts that 

don’t exist! 

The savings don’t stop there. Fewer hosts means less electrici-

ty is needed to operate the data center environment. Fewer hosts 

means there’s less cooling needed in the data center environment. 

Fewer hosts means that you free up rack space in the data center 

environment.

However, these benefits cannot come at the expense of workload 

performance. When workloads perform poorly, they actively cost the 

company money through lost efficiency and customer dissatisfaction.

How do you maximize VM density without impacting workload 

performance? First of all, it’s a balance that you need to find, but 

when you’re initially specifying hardware for a new environment, 

you won’t necessarily know how your workloads will function in 

that new environment, so things can be tough to predict. Instead, 

you need to look at the inputs, or the resources atop which the new 

environment is built. Storage is one of these key resources.

Storage Performance in a 
Hyperconverged Infrastructure
In a hyperconverged infrastructure environment, one of the primary 

resources that must be considered is storage, and not just from a ca-

pacity perspective. Remember that storage and compute are combined 

in hyperconvergence, so that becomes a factor that’s not present in 
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more traditional environments. In a traditional environment, 100% 

of the available CPU and memory resources are dedicated to serving 

the needs of running VMs. In a hyperconverged infrastructure en-

vironment, some of those resources must be diverted to support the 

needs of the storage management function, usually in the form of a 

VSA. This is one of the core trade-offs to consider when adopting a 

hyperconverged infrastructure.

This is where hardware acceleration can be a boon when it’s selected. 

Most hyperconverged infrastructure systems rely on the commodity 

hardware to carry out all functions. With a system that uses hardware 

acceleration, more x86 CPU horsepower can be directed at running 

VMs while the acceleration hardware handles processor-intensive 

data reduction operations, such as deduplication and compression. 

Data Deduplication 
Explained
Consider this scenario: Your organization 

is running a virtual desktop environment 

with hundreds of identical workstations 

all stored on an expensive storage ar-

ray purchased specifically to support this 

initiative. That means you’re running hundreds of copies of Windows, 

Office, ERP software, and any other tools that users require.

Let’s say that each workstation image consumes 25GB of disk space. 

With just 200 such workstations, these images alone would consume 5TB 

of capacity.

With deduplication, you can store just one copy of these individual VMs 

and then allow the storage array to place pointers to the rest. Each time 

the deduplication engine comes across a piece of data that’s already stored 

somewhere in the environment, rather than write that full copy of data 

all over again, the system instead saves a small pointer in the data copy’s 

place, thus freeing up the blocks that would’ve otherwise been occupied.
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In the figure “Deduplication vs. No Deduplication,” the graphic on the 

left shows what happens without deduplication. The graphic on the right 

shows deduplication in action. In this example, there are four copies of 

the blue block and two copies of the green block stored on this array. 

Deduplication enables just one block to be written for each block, thus 

freeing up those other four blocks.

Now, let’s expand this example to a real-world environment. Imagine 

the deduplication possibilities present in a VDI scenario: With hundreds 

of identical or close-to-identical desktop images, deduplication has 

the potential to significantly reduce the capacity needed to store all of 

those VMs.

Deduplication works by creating a data fingerprint for each object that’s 

written to the storage array. As new data is written to the array, addition-

al data copies beyond the first are saved as tiny pointers. If a completely 

new data item is written—one that the array hasn’t seen before—the full 

copy of the data is stored.

Different vendors handle deduplication in different ways. In fact, there 

are two primary deduplication techniques that deserve discussion: inline 

deduplication and post-process deduplication.

Inline Deduplication
Inline deduplication takes place at the moment in which data is written to 

the storage device. While the data is in transit, the deduplication engine 

fingerprints the data on the fly. As you might expect, this deduplication 

process does create some overhead.

First, the system has to constantly fingerprint incoming data and then 

quickly identify whether that new fingerprint already matches some-

thing in the system. If it does, a pointer to the existing fingerprint is 

written. If it does not, the block is saved as is. This process introduces 

the need to have processors that can keep up with what might be a tre-

mendous workload. Further, there’s the possibility that latency could be 

introduced into the storage I/O stream due to this process.
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A few years ago, this might have been a showstopper since some storage 

controllers may not have been able to keep up with the workload need. 

Today, though, processors have evolved and these kinds of workloads 

don’t have the same negative performance impact that they might’ve 

once had. In fact, inline deduplication is a cornerstone feature for most 

of the new storage devices released in the past few years and, while it 

may introduce some overhead, it provides far more benefits than costs. 

With a hardware-accelerated or software-optimized hyperconverged 

infrastructure, inline deduplication is not only the norm, it’s a key cor-

nerstone for the value that’s derived from the infrastructure.

Post-Process Deduplication
As mentioned, inline deduplication imposes the potential for some pro-

cessing overhead and potential latency. The problem with some dedu-

plication engines is that they have to run constantly, which means that 

the system needs to be adequately configured with constant deduplica-

tion in mind.

Making matters worse, it can be difficult to predict exactly how much pro-

cessing power will be needed to achieve the deduplication goal. As such, 

it’s not always possible to perfectly plan overhead requirements.

This is where post-process deduplication comes into play. Whereas inline 

deduplication processes deduplication entries as the data flows through 

the storage controllers, post-process deduplication happens on a regular 

schedule, perhaps overnight. With post-process deduplication, all data is 

Data Data Data

Data Data Data

Deduplication vs. No Deduplication 

Without Deduplication With Deduplication

DATA ELEMENTS DATA ELEMENTS

Data

Data

Empty Empty

Empty Empty
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written in its full form—copies and all—on that regular schedule. The 

system then fingerprints all new data and removes multiple copies, re-

placing them with pointers to the original copy of the data.

Post-process deduplication enables organizations to utilize this data 

reduction service without having to worry about the constant process-

ing overhead involved with inline deduplication. This process can take 

a significant amount of time and overhead, especially if you have large 

amounts of data, which is why many organizations schedule dedupe (de-

duplication) to take place during off hours.

The biggest downside to post-process deduplication is the fact that all 

data is stored fully hydrated—a technical term that means that the data 

hasn’t been deduplicated—and, as such, requires all of the space that 

non-deduplicated data needs. It’s only after the scheduled process that 

the data is shrunk. For those using post-process dedupe, bear in mind 

that, at least temporarily, you’ll need to plan on having extra capacity. 

There are a number of hyperconverged infrastructure systems that use 

post-process deduplication while others don’t do deduplication at all. 

Lack of full inline deduplication increases costs and reduces efficiency.

Hardware Acceleration and Software Optimization to  
the Rescue
Hardware-accelerated and software-optimized hyperconverged infra-

structure solutions completely solve the overhead challenges inherent in 

those systems. All deduplication tasks are delegated to the accelerator 

card or the software-based accelerator, thereby negating the need for the 

system to consume additional processor resources that are also needed 

by the VMs.

Tiering and Deduplication
In order to match storage performance needs with storage solutions, 

many companies turn to what are known as tiered storage solutions. 

They run, for example, hard disk-based arrays for archival data and 

they run flash systems for performance needs and they manage these 



A D D R E S S I N G DATA C E NT E R PA I N P O I NT S 4 6

Don’t underestimate the benefits of data reduction! These services 

have far more impact on the environment than might be obvious 

at first glance and the benefits go far beyond simple capacity gains, 

although capacity efficiency is important.

There are several metrics that benefit when dedicated and specialized 

hardware is brought to bear.

Capacity
“Data Deduplication Explained” discusses generalized capacity 

benefits of deduplication, but let’s now consider this in the world 

of hyperconverged infrastructure. In order to do this, you need to 

consider your organization’s holistic data needs:

• Primary storage. This is the storage that’s user- or applica-

tion-facing. It’s where your users store their stuff, where email 

servers store your messages, and where your ERP’s database 

is housed. It’s the lifeblood for your day-to-day business 

operations.

• Backup. An important pillar of the storage environment revolves 

around storage needs related to backup. As the primary storage 

environment grows, more storage has to be added to the backup 

environment, too.

resources separately. This also means that deduplication is handled sep-

arately per tier. Each time dedupe is duplicated, there are additional CPU 

resources that must be brought to bear and there are multiple copies 

of deduplicated data. Neither is efficient. Hyperconverged systems that 

include comprehensive inline deduplication services carry with them in-

credibly efficient outcomes.
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• Disaster recovery. For companies that have disaster recovery 

systems in place in which data is replicated to secondary data 

centers, there’s continued need to grow disaster recovery-fo-

cused storage systems.

When people think about storage, they often focus just on primary 

storage, especially as users and applications demand more capacity. 

But when you look at the storage environment from the top down, 

storage growth happens across all of these storage tiers, not just the 

primary storage environment. In fact, these secondary storage needs 

are growing faster than any other segment.

In other words, your capacity needs are growing far faster than it 

might appear. Hardware acceleration, when applied to all of the stor-

age domains in aggregate, can have a tremendous impact on capacity. 

By treating all of these individual domains as one, and deduplicating 

across all of them, you can achieve pretty big capacity savings.

But deduplication, as mentioned before, can be CPU-intensive. By le-

veraging hardware acceleration, you can deduplicate all of this with-

out taking CPU resources away from running workloads. By infusing 

the entire storage environment with global deduplication capabilities 

via hardware or software-optimized acceleration, you can get capac-

ity benefits that were only the stuff of dreams just a few years ago. 

Hyperconvergence with great deduplication technology can attain 

great results while also simplifying the overall management needs 

in the data center.

IOPS
Imagine a world in which you don’t actually have to write 75% of 

the data that’s injected into a system. Very often, we see solutions 

screaming “one million IOPS!” when they should be screaming “we 

get stuff done!”

What does this mean? IOPS shouldn’t be the sole direct measure of 

performance. More doesn’t mean better. IOPS is a reflection of how 
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hard your system is working. If you can make your system do more 

with less, then you don’t need crazy IOPS metrics to begin with. You 

get the job done more efficiently, without impacting performance of 

your workloads/applications. 

That world becomes possible when acceleration is used so that all 

workloads benefit from inline deduplication, not just some workloads.

The more that data can be deduplicated, the fewer write operations 

that have to take place. For example, a deduplication ratio of 5-to-1 

means that there would only be one actual write-to-storage opera-

tion that takes place for every five attempted write operations. You’re 

essentially reducing your IOPS load by 80% in this case.

Hardware and software-optimized acceleration allow this compre-

hensive data reduction process to take place in a way that doesn’t 

divert workload CPU resources. As a result, you continue to enjoy the 

IOPS benefits without having to give up workload density.

ACCELERATION USING THE CPU

Although the HPE SimpliVity hardware accelerator card 

is an engineering feat, there are software options that 

perform similar functions. The accelerator card does en-

sure that 100% of the available CPU is dedicated to VMs, 

but as you look at the market and see processors with 

dozens of cores, it’s clear that some of those cores can 

easily be carved off to support data reduction needs. To 

this end, software-optimized HPE SimpliVity appliances 

instead leverage these modern processor behemoths in 

place of the hardware accelerator.



A D D R E S S I N G DATA C E NT E R PA I N P O I NT S 4 9

Latency

Latency is the enemy of data center performance. By offloading 

intensive tasks to a custom-developed component that specifically 

handles these kinds of tasks, latency can be reduced to a point where 

it doesn’t affect application performance.

Application Performance
At the end of the day, all that matters is application performance. 

That’s the primary need in the data center environment and, while 

it can be difficult to measure, you’ll know very quickly if you’ve 

failed to hit this metric. The phones will start to ring off the hook! 

Hardware and software-optimized acceleration help you to keep this 

metric in the green.

Storage Head / Processor

With a reasonable number of 
disks to support, the storage 
processor and storage 
network uplinks operate well

As additional disk shelves 
are added, the storage head/ 
processor begins to assume 
yet more responsibility and 
additional burden is placed 
on the uplinks to the storage 
network

Eventually, too many disk 
shelves are added and a 
shared component somewhere 
in the stack fails to keep up, 
slowing everything down or 
risking widespread failure.

NETWORK

Disk Shelf

Storage Head / Processor

Disk Shelf

Disk Shelf

Disk Shelf

Storage Head / Processor

Disk Shelf

Disk Shelf

Disk Shelf

Disk Shelf

Disk Shelf

Scale-up Architecture Increases Burden on Shared 
Components and Single Points of Failure

Figure 4-1: A scale-up environment relies on shared components.
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Linear Scalability

Businesses grow all the time. The data center has to grow along with 

it. Scaling “up” was one way to grow, but it carried some risks. In 

the world of storage, scaling up occurs when you add additional ca-

pacity without also adding more CPU and networking capacity at the 

same time. The problem here is that you run the risk of eventually 

overwhelming the shared resources that exist. Figure 4-1 shows an 

example of a scale-up environment.

Scale-out has become a more popular and common option because it 

expands all resources at the same time. With hyperconverged infra-

structure, this scaling method enables linear scalability. Each node 

has all the resources it needs—CPU, RAM, and storage—to stand 

alone and ensure that unexpected resource constraints don’t hobble 

your workloads. Figure 4-2 shows how it looks.

For solutions that use them, accelerators are a critical part of the 

scaling capabilities as they offload intensive functionality that can be 

workload-impacting. This increases density, but more importantly, 

by freeing up resources, it adds more predictability to the overall 

performance of applications, even while maintaining high levels 

of density.

Storage Head / Processor

NETWORK

Disk Shelf

Storage Head / Processor

Disk Shelf

Storage Head / Processor

Disk Shelf

Scale-out Architecture Shared Nothing and Linear 
Resource Scalability

Figure 4-2: A scale-out environment has nodes that can individually stand alone
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Organization-Wide Insight, Intelligence, 
and Autonomy
In Chapter 3, you learned about the importance of adopting an 

intelligent data strategy and platform, of which HPE SimpliVity is 

a part. Tools such as HPE InfoSight enable easier management of 

HPE SimpliVity products and begin the process of automating certain 

functions to help streamline IT operations.

Up Next
The items discussed in this chapter are critically important to ensur-

ing that the data center properly supports business needs, but these 

metrics are just the very tip of the iceberg.

Under the waterline are other requirements that can’t be ignored. 

In the next chapter, we’ll look at one of the most important—the 

challenging topic of data protection.



CHAPTER 5

Ensuring Availability,  
Data Protection, and  
Disaster Recovery
Even the smallest of small businesses today depend on their IT re-

sources being available 24/7. Even short periods of downtime can 

wreak havoc, impact the bottom line, and mean having to cancel go-

ing out to lunch. Maintaining an agreed-upon level of infrastructure 

availability is critically important. On top of that, outages or other 

events resulting in loss of data can be a death knell for the business. 

This is why data protection is one of IT’s essential services. 

Unfortunately, it’s also hard to do right—or at least, it was. Today’s 

hyperconverged infrastructure solutions are uniquely positioned to 

solve, once and for all, the challenges across the entire data protec-

tion spectrum. It’s important to note that, given the importance of 

workload operating environments, enabling automated disaster re-

covery services is becoming an increasingly important characteristic 

of DR plans.

The Data Protection and Disaster 
Recovery Spectrum
Let’s talk a bit about data protection as a whole. When you really 

look at it, data protection is a spectrum of features and services. 

If you consider that data protection means “ensuring that data is 

available when it’s needed,” the spectrum also includes high avail-

ability for individual workloads. Figure 5-1 provides you with a look 

at this spectrum.
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The Ins & Outs of Backup & 
Recovery
There are two primary metrics to consider 

when it comes to disaster recovery.

Recovery Point Objective (RPO)
If you’re still using a nightly backup system, 

you’re implicitly adhering to a 24-hour Recovery 

Point Objective (RPO). You’re basically saying that losing 

up to 24 hours’ worth of data is acceptable to the business. RPO is the 

metric that defines how much data your organization is willing to lose 

in the event of a failure that has the potential to result in data loss. To 

reduce RPO, you need to back data up more often.

Recovery Time Objective (RTO)
RPO is critically important as it defines just how much data you’re will-

ing to lose. Once you’ve suffered a data loss, the critical metric shifts to 

Recovery Time Objective (RTO). Now, you’re more interested in how long 

it takes you to recover from that failure. How long is your organization 

willing to be without data while you work to recover it from backup sys-

tems? This metric is often used to support such statements as, “For every 

minute we’re down, the company loses $X.”

Companies will go to great lengths to minimize RTO. As is the case with 

RPO, the closer to zero you get to RTO—that is, the less time that you’re 

willing to be down—the more it costs to support.

To achieve very low RTO values, companies will often implement multi-

pronged solutions, such as disaster recovery sites, fault tolerant VMs, 

clustered systems, and more.
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RAID
Yes, RAID is a part of your availability strategy, but it’s also a big part 

of your data protection strategy. IT pros have been using RAID for 

decades. For the most part, it has proven to be very reliable and has 

enabled companies to deploy servers without much fear of negative 

consequences in the event of a hard drive or two failing. Over the 

years, companies have changed their default RAID configurations as 

business needs have changed and technology has evolved, but the 

fact is that RAID remains a key component in even the most mod-

ern arrays.

The RAID level chosen is really important, but you shouldn’t have 

to worry about it—the solution should do it for you. That said, don’t 

forget that it’s pretty well-known that today’s really large storage 

devices have challenged traditional RAID systems. When drives fail 

in a traditional RAID array, it can take hours or even days to fully 

rebuild that drive. Don’t forget this as you read on; we’ll come back 

to this shortly.

RAID is also leveraged in some hyperconverged infrastructure sys-

tems; however, with these systems, administrators are shielded from 

some of the complexity and configuration options that they used to 

work with on stand-alone storage arrays. Bear in mind that one of 

the tenets of hyperconverged infrastructure is simplicity. As such, 

you don’t have to go through a lot of effort to manage RAID in a hy-

perconverged system. It’s simply leveraged behind the scenes by the 

system itself. In Figure 5-2, you get a look at how RAID protects data.

Figure 5-1: The Data Protection Spectrum
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Replication/RAIN/Disaster Recovery

RAID means you can lose a drive and still continue to operate, but 

what happens if you lose an entire node in a scale-out hypercon-

verged infrastructure cluster? That’s where replication jumps in to 

save the day. Many hyperconverged infrastructure solutions on the 

market leverage replication as a method for ensuring ongoing avail-

ability and data protection in the event that something takes down 

a node, such as a hardware failure or an administrator accidentally 

pulling the wrong power cord.

This is possible because replication means “making multiple copies 

of data and storing them on different nodes in the cluster.”

Figure 5-2: Key Takeaway: On the data protection spectrum, RAID helps you 
survive the loss of a drive or two

2 Kinds of Replication
There are two different kinds of replication 

to keep in mind. One is called local and the 

other is called remote. Local replication 

generally serves to maintain availability 

in the event of a hardware failure. Data is 

replicated to other nodes in the cluster in 

the same data center. Remote replication is leveraged in more robust 

disaster recovery scenarios and enables organizations to withstand the 

loss of an entire site.
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Therefore, if a node is wiped off the face of the earth, there are one or 

more copies of that data stored on other cluster nodes.

In some hyperconverged infrastructure solutions, like those shown 

in Figure 5-3, you can configure what’s known as the replication 

factor (RF). The replication factor is just a fancy way of telling the 

system how many copies of your data you’d like to have. For exam-

ple, if you specify a Replication Factor of 3 (RF3), there will be three 

copies of your data created and stored across disparate nodes. You’ll 

sometimes see replication-based availability mechanisms referred to 

as RAIN, which stands for Redundant Arrays of Independent Nodes.

Besides helping you to make sure that your services remain available, 

replication goes way beyond just allowing you to withstand the loss 

of a node. When replication is taken beyond the data center to other 

sites, you suddenly gain disaster recovery capability, too. In fact, in 

some hyperconverged systems that leverage inline deduplication 

across primary and secondary storage tiers, that’s exactly what 

happens. After deduplication, data is replicated to other nodes and 

to other data centers, forming the basis for incredibly efficient avail-

ability and disaster recovery.

How About Both: RAID and RAIN Combined
Let’s go a little deeper into the RAID/RAIN discussion with an eye 

on hyperconverged infrastructure solutions that provide both. First, 

there are some downsides to just RAIN-based replication (Replication 

Figure 5-3: Lost a node? Can’t find it? Don’t worry! Replication will save the day!
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Factor 2 or RF2). There are solutions on the market that provide RF2. 

Systems based on RF2 will lose data if any two nodes or disks in a 

cluster fail, or if even just one node should fail while any other node 

is down for maintenance.

To make things a bit more resilient, you could bump up to RF3, but 

this replication factor   requires a minimum of five nodes at each site 

that uses RF3 and imposes an additional 50% penalty on capacity—

remember, those extra copies take up space. 

With RF3, you can also start to think about using erasure coding, but 

this requires RF3—and erasure coding carries with it a lot of CPU 

overhead due to the way that the underlying mathematical opera-

tions work. This means it may not be suitable when trying to support 

high-performance applications.

How about combining RAID and RAIN into a single solution? Maybe 

you combine the use of local RAID 6 on individual nodes so that any 

node can tolerate double disk failures and keep VMs up and running. 

With each individual node very well protected, the likelihood of los-

ing an entire node is reduced. From there, you apply RAIN so that, in 

the event that a complete node is lost, you can tolerate that, too. The 

strategic combination of RAID and RAIN enables tolerance against a 

broad set of failure scenarios.

What Is Erasure Coding?
Erasure coding is usually specified in an N+M 

format: 10+6, a common choice, means that 

data and erasure codes are spread over 16 

(N+M) drives, and that any 10 of those can 

recover data. That means any six drives can 

fail. If the drives are on different appliances, 

the protection includes appliance failures, so 

six appliance boxes could go down without stopping operations.

(Source: www.networkcomputing.com/storage/raid-vs-erasure- 

coding/a/d-id/1297229) 

http://www.networkcomputing.com/storage/raid-vs-erasure-coding/a/d-id/1297229
http://www.networkcomputing.com/storage/raid-vs-erasure-coding/a/d-id/1297229
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Backup and Recovery

Despite your best efforts, there will probably come a day when you 

need to recover data loss from production. Data losses can happen for 

a variety of reasons:

• Human error. People make mistakes. Users accidentally delete 

files. Administrators accidently delete VMs. DBAs accidentally 

delete databases. IT pros can sometimes accidentally pull the 

wrong disk from a storage system or unplug the wrong server’s 

power cord.

• Hardware failure. When hardware fails, sometimes it fails spec-

tacularly. In fact, hardware failure may not even be the result of 

failed IT hardware. You may end up in a situation, for example, 

in which the data center cooling systems fail and the server 

automatically shuts down as the temperature rises. This could 

be considered a server hardware failure because of the outcome 

(the server going down), when in fact the server is actually doing 

exactly what it’s supposed to do in this case.

• Disasters. Hurricanes, tornados, floods, and more. Disasters 

come in all kinds of forms and can result in data loss.

Disaster Recovery
Disaster recovery takes backup one step further than the basics. 

Whereas backup and recovery are terms that generally refer to 

backing up data and, when something happens, recovering that data, 

disaster recovery instead focuses on recovery beyond just the data.

Disaster recovery demands that you think about the eventual needs 

by starting at the end and working backward. For example, if your 

data center is hit by an errant meteor (and assuming that this meteor 

hasn’t also caused the extinction of the human race), recovering your 

data alone will be insufficient. You won’t have anything onto which 

to recover your data if your data center is obliterated.
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Ransomware: How to Mitigate Risk in 
Case of Attack
HPE SimpliVity accelerates data recovery and mitigates ransomware 

risks. There are steps a business can take to minimize data loss and 

company downtime brought on by a cyberattack. An important first 

step is defining the RTOs and RPOs. 

IT administrators need to determine how long the business can af-

ford to be shut down while waiting for the restore to take place, and 

how many hours of business-critical data the company can afford to 

lose. Then, focus the data protection strategy around a solution that 

is capable of getting the infrastructure running again in the time 

provisioned.

HPE SimpliVity data protection is extremely efficient due to inline 

deduplication, compression, and optimization of all data at inception 

across all phases of the data lifecycle (production, backup, offsite, 

and archive). 

Is Built-in Data Protection 
Good Enough?
You may ask whether data protection ca-

pability built into a hyperconverged infra-

structure platform can go toe-to-toe with 

other solutions on the market. The answer 

is a resounding “Yes” for a majority of HPE 

SimpliVity customers using the data protec-

tion features. According to an IDC study, 55% of customers using HPE 

SimpliVity built-in data protection retired existing third-party backup or 

replication. And the benefits go beyond just simplifying the IT environ-

ment—retiring a separate silo also reduces operational costs, simplifies 

operations, and streamlines recovery processes.
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By driving efficiencies at the point of origin, the solution conserves 

storage capacity and drastically reduces disk I/O and network traffic, 

accelerating data replication and workload mobility. As a result of 

HPE SimpliVity’s Data Virtualization Platform and storage efficien-

cies, each VM write is broken down into 8k objects and assigned a 

metadata pointer. When data is written to disk, it is marked as READ 

ONLY as long as it has at least one metadata pointer associated. 

When a SimpliVity backup is created, an additional full copy of all 

metadata pointers for that VM, at that point in time, is created as the 

backup. This essentially locks all data objects as read-only on disk, 

and new writes to the VM are added to the VM’s metadata catalog. 

The HPE SimpliVity Story on 
Protecting Production Data 
and Availability
Being a hyperconvergence platform, HPE 

SimpliVity first provides the compute and 

storage infrastructure for customers’ pro-

duction applications. As data is ingested 

from the hypervisor, the solution stages the VM 

data into DRAM on the HPE SimpliVity Accelerator Card 

(or software-optimized accelerator) across two nodes within a single 

data center. 

With data now protected across multiple nodes, in addition to superca-

pacitor and flash storage protecting the DRAM on each HPE SimpliVity 

Accelerator Card, an acknowledgement of a successful write back to the 

VM takes place and processes the data for deduplication, compression, 

and optimization to permanent storage on both nodes. Once this is com-

plete, every VM in an HPE SimpliVity data center can survive the loss of 

at least two disks in every node, in a data center, and the loss of a full 

hyperconverged node.
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Before we get too fatalistic, let’s understand what the word disaster 

really means in the context of the data center. It’s actually kind of an 

unfortunate term since it immediately brings to mind extinction-level 

events, but this is not always the case for disaster recovery.

There are really two kinds of disasters on which you need to focus:

• Micro-level disasters. These are the kinds of events that are 

relatively common, such as losing a server or portion of a data 

center. In general, you can quickly recover in the same data 

center and keep on processing. Often, recovery from these kinds 

of disasters can be achieved through backup and recovery tools. 

With that said, these events will probably still result in downtime.

• Macro-level disasters. These are the kind of life-altering events 

that keep IT pros awake at night and include things like fires, 

acts of {insert deity here}, or rampaging hippos.

Recovery from these disasters will mean much more than just re-

storing data.

Thinking about the disaster recovery process with the end in mind 

requires that you think about what it would take to have everything 

back up and running—hardware, software, and data—before disas-

ter strikes.

Yes, your existing backup and recovery tools probably play a big role 

in your disaster recovery plan, but that’s only the very beginning of 

the process.

Disaster recovery plans also need to include, at a bare minimum:

• Alternate physical locations. If your primary site is gone, you 

need to have other locations at which your people can work.

• Secondary data centers. In these locations, or in the cloud, 

you need to have data centers that can handle the designated 

workloads from the original site. This includes a space for the 

hardware, the hardware itself, and all of the software necessary 

to run the workloads.
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• Ongoing replication. In some way, the data from your primary 

site needs to make its way to your secondary site. This is a pro-

cess that needs to happen as often as possible in order to achieve 

desirable RTOs and RPOs. In an ideal world, you would have sys-

tems in place that can replicate data in minutes after it has been 

handled in the primary data center. The right hyperconverged 

infrastructure solution can help you achieve these time goals.

• Post-disaster recovery processes. Getting a VM back up and 

running is just the very first step in a disaster recovery process. 

RTO is a measure of more than just the restoration of the VM. 

From there, processes need to kick off that include all the steps 

required to get the application. and data available to the end 

user. These processes include IP address changes, DNS updates, 

re-establishment of communication paths between parts of an 

n-tier application stack and other non-infrastructure items.

Data Reduction in the World of Data 
Protection
We’re going to be talking a lot about data reduction—deduplication 

and compression—in this book. They’re a huge part of the hyper-

converged infrastructure value proposition and, when done right, can 

help IT address problems far more comprehensively than when it’s 

done piecemeal.

Business Continuity
Since disaster recovery is kind of a loaded 

term, a lot of people prefer to think about the 

disaster recovery process as “business con-

tinuity” instead. However, that’s not all that 

accurate. Business continuity is about all the 

aspects to a business continuing after a disas-

ter. For example, where are the tellers going to report after the fire? How 

are the phone lines going to be routed? Disaster recovery is an IT plan 

that’s a part of business continuity.
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When it comes to data protection, data reduction can be really im-

portant, especially if that data reduction survives across different 

time periods—production, backup, and disaster recovery. If that 

data can stay reduced and deduplicated, some very cool possibilities 

emerge. The sidebar, “The Data Virtualization Platform and Disaster 
Recovery” on page 69, highlights one such solution.

Fault Tolerance
Availability is very much a direct result of the kinds of fault tolerance 

features built into the infrastructure as a whole. Data center admin-

istrators have traditionally taken a lot of steps to achieve availability, 

with each step intended to reduce the risk of a fault in various areas 

of the infrastructure. These can include:

• Using RAID. As previously mentioned, RAID allows you to ex-

perience drive failures within a hyperconverged node and keep 

operating.

HPE SimpliVity’s Answer 
to Full-Spectrum Disaster 
Recovery
HPE SimpliVity alone makes it simple for 

you to achieve the first part of disaster re-

covery, which is making sure that VMs are 

always available, even if a data center is lost. 

Along with the fully automated HPE SimpliVity RapidDR solu-

tion, HPE has focused on providing integration into other tools that can 

help   orchestrate all of the remaining steps of the disaster recovery pro-

cess, including pre-built packages of HPE SimpliVity functionality within 

VMware’s vRealize Automation and Cisco’s UCS Director, and supporting 

partners in the development of tools on top of HPE SimpliVity REST APIs. 

You’ll learn more about HPE SimpliVity RapidDR later in this chapter.
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• Redundant power supplies. Extra power supplies are, indeed, 

a part of your availability strategy, because they allow you to 

experience a fault with your power system and still keep servers 

operating.

• Multiple network adapters. Even network devices can fail, and 

when they do, communications between servers and users and 

between servers and other servers can be lost. Unless you’ve 

deployed multiple switches into your environment and multiple 

network adapters into your servers, you can’t survive a network 

fault. Network redundancy helps you make your environment re-

silient to network-related outages. A software-defined network 

with automation and workload intent-based principles provides 

even more protection, as the intelligence recognizes faults and 

automatically adjusts network paths.

• Virtualization layer. The virtualization layer includes its own 

fault-tolerance mechanisms, some of which are transparent, 

and others that require a quick reboot. For example, VMware’s 

High Availability (HA) service continuously monitors all of your 

vSphere hosts. If one fails, workloads are automatically restarted 

on another node. There is some downtime, but it’s minimal. In 

addition to HA, VMware makes available a fault-tolerance feature. 

With FT, you actually run multiple VMs. One is the production 

system and the second is a live shadow VM that springs into ac-

tion in the event that the production system becomes unavailable. 

However, with all that said, there are some limitations inherent 

in hypervisor-based fault tolerance technology, described in the 

sidebar, “Fault Tolerance Improvements in vSphere” on page 
66. This is why some hyperconverged infrastructure vendors 

eschew hypervisor-based fault-tolerance mechanisms in favor 

of building their own solutions.
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End Results: High Availability, 
Architectural Resiliency, Data 
Protection, and Disaster Recovery
No one wants downtime. It’s expensive and stressful and can even 

be career-impacting. Most organizations would be thrilled if IT could 

guarantee that there would be no more downtime ever again. Of 

course, there’s no way to absolutely guarantee that availability will 

always be 100%, but organizations do strive to hit 99% to 99.999% 

(and even higher) availability as much as possible.

High availability is really the result of a combination of capabilities 

in an environment. In order to enable a highly available application 

environment, you need to have individual nodes that can continue 

to work even if certain hardware components fail and you need to 

have a cluster that can continue to operate even if one of the member 

nodes bites it.

Hyperconverged infrastructure helps you to achieve your availability 

and data protection goals in a number of different ways. First, the 

linear scale-out nature of hyperconverged infrastructure (in other 

words, as you add nodes, you add all resources, including compute, 

storage, and RAM), means that you can withstand the loss of a node 

because data is replicated across multiple nodes with RAIN. 

Simplified Storage Systems
Bear in mind that RAID, and storage in 

general, becomes far simpler to manage in 

a hyperconverged infrastructure scenario. 

There’s no more SAN and, in most cases, 

RAID configuration is an “under the hood” 

element that you don’t need to worry 

about. This is one less component that you 

have to worry about in your data center.
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Plus, for some hyperconverged solutions, internal use of RAID means 

that you can withstand the loss of a drive or two in a single node. 

With the combination of RAIN+RAID providing the most comprehen-

sive disaster recovery capabilities, you can withstand the loss of an 

entire data center and keep on operating with little to no loss of data.

Automating Disaster Recovery Operations 
with HPE SimpliVity RapidDR
Disaster recovery can be as simple as recovering an accidentally delet-

ed database or as complex as recovering an entire data center turned 

into a crater thanks to an errant comet. And since disasters aren’t 

exactly routine, there are ample opportunities for human-induced 

Fault Tolerance 
Improvements in vSphere
Frankly, vSphere Fault Tolerance used to 

be all but useless, except for the smallest 

VMs. Here’s an excerpt from VMware’s 

documentation explaining the limitations 

of vSphere Fault Tolerance: “Only VMs 

with a single vCPU are compatible with Fault 

Tolerance.” This limitation was one of the many items that held back 

vSphere Fault Tolerance from being truly usable across the board. 

vSphere 6 increased Fault Tolerance capabilities to VMs with up to four 

vCPUs. This is still a significant limitation when you consider that many 

VMs are deployed with eight vCPUs or more, particularly for large work-

loads. And, only machines with 64GB or less of RAM were supported by 

Fault Tolerance in vSphere 6.0 and 6.5.

Fortunately, VMware keeps moving ahead. vSphere 6.7 further increased 

the vCPU limit for Fault Tolerance to eight vCPUs and on the RAM front, 

VMs with up to 128GB of RAM are supported.
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error to enter the scene and wreak havoc, extending downtime, and 

creating more expense. 

These are the times in which service-level agreements (SLA) come 

into play and stress levels may be increased. And there’s even more 

risk to be enjoyed when the organization needs to fail back to the 

original data center once services there have been restored. It can be 

a frightful ordeal.

Not, so however, with HPE SimpliVity RapidDR. It’s designed to help 

organizations avoid the uncertainty and error-prone nature of man-

ual recovery efforts by automating recovery as quickly as possible. 

RapidDR’s disaster recovery orchestration automates VM failover 

from a primary site to a secondary site for VMware vSphere users. 

Just as important, RapidDR also provides orchestration to do the 

failback from the secondary site to the primary site using the same 

recovery plan. The result is a reduction in costs on a number of levels, 

from reducing the duration of an outage to reducing the potential for 

human error to extend an outage, to failing back to the primary site.

SLAs are about more than just recovery time, though. Most also 

include RTO and RPO targets that must be met. When it comes to ad-

hering to SLAs, RapidDR provides serious benefits by lowering RPOs 

in the order of seconds and RTOs from days or hours to minutes.

HPE SimpliVity RapidDR enables DR orchestration for site-to-site 

recovery, improving application availability during planned or un-

planned DR events. For example, one customer uses RapidDR to fail 

over all 50 of their mission-critical VMs across two cities that are 

500 miles apart. Before this, a failover/failback DR event would have 

taken days to accomplish—now they orchestrate and automate the 

failover and failback in hours.
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How HPE SimpliVity RapidDR Augments 
Built-in Data Protection
HPE SimpliVity’s built-in data protection mechanisms can also play 

a critical role in terms of battling ransomware, which has quickly 

become one of the most pervasive and dangerous cyber threats today. 

The latest ransomware attacks2 can permeate even the most ro-

bust enterprise security systems and practices and quickly spread 

throughout an organization, disrupting user productivity and business 

operations. Comprehensive backup and recovery plans are essential 

for combating today’s sophisticated ransomware threats. By quickly 

restoring infected applications and data to their previous clean state, 

IT organizations can minimize the impact of a ransomware outbreak 

and limit revenue loss and customer frustration. 

HPE SimpliVity hyperconverged infrastructure accelerates data back-

up and recovery functions to mitigate ransomware risks. 

The data protection capabilities in the HPE SimpliVity platform make 

it possible to take more frequent backups of production data. This 

near-continuous data protection means that a ransomware incident 

will have less potential for data loss, as even terabyte-sized VMs can 

be backed up and restored in less than a minute. 

In the event of a ransomware infection, a VM and all its data can be 

restored quickly and easily, minimizing system downtime, business 

disruptions, and revenue loss.

When augmented with HPE SimpliVity RapidDR, recovery is even 

faster and simpler thanks to automation. Administrators can auto-

matically power on and reconfigure VMs with a single mouse click, 

based on preconfigured workflows.

2 https://www.crn.com/news/security/twitter-employees-hacked-in-coordinated-social-
engineering-attack-?itc=refresh

https://www.crn.com/news/security/twitter-employees-hacked-in-coordinated-social-engineering-attack-?itc=refresh
https://www.crn.com/news/security/twitter-employees-hacked-in-coordinated-social-engineering-attack-?itc=refresh
https://www.crn.com/news/security/twitter-employees-hacked-in-coordinated-social-engineering-attack-?itc=refresh
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As you research hyperconverged infrastructure solutions, it’s import-

ant to ask a lot of questions about how vendors provide availability 

and data protection in their products. The answers to these questions 

will make or break your purchase.

Up Next
It’s clear that data protection and high availability are key compo-

nents in today’s data centers. The cloud has become another way 

that companies can improve their availability and data protection 

systems. Of course, cloud can do a lot more as well, which is why it’s 

the topic of our next chapter.

The Data Virtualization 
Platform and Disaster 
Recovery
If ransomware were to infect the VM and 

encrypt all data, it would write new en-

crypted 8k objects, but could not touch the 

backup image, as those objects are locked as 

read-only. IT staff could then quickly restore the 

VM from the SimpliVity backup to the state it was when the backup oc-

curred. The result is a thwarted ransomware attack and a business that’s 

operational again in minutes, free from infection.



CHAPTER 6

Hyperconverged 
Infrastructure in a  
Hybrid Cloud World
This chapter will help you understand the ways by which you can 

leverage cloud services as part of your hyperconverged infrastructure 

solutions. It will also help you better understand the private cloud and 

how that fits with hyperconvergence. Can a hyperconverged solution 

deliver some of the things that organizational leadership has come 

to expect from the cloud? Can public and private cloud deployments 

co-exist in harmony?

Why Is Cloud So Desirable?
You’ll learn more about what defines cloud a little later in this chap-

ter. Before getting into the various definitions, though, let’s discuss 

the inherent cloud traits that make this destination a popular and 

desirable choice for service deployment.

The Economic Model
Everything in business eventually comes down to money. Decision 

makers are constantly on the lookout for ways to reduce costs while 

also boosting efficiency and outcomes. This is often a seemingly im-

possible task described as “doing more with less.” IT was supposed 

to be an enabler, but for many companies, it has become a money 

pit—an expense center to be minimized. Obviously, when leveraged 

properly, IT can be an incredible enabling function, but even in these 

cases, no one wants to spend more than they have to.
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When you buy your own data center hardware and software, you 

incur pretty significant capital costs. This initial cash outlay, nec-

essary to procure a solution, can be pretty high and can result in the 

need to cut corners or even delay upgrades if there’s not enough cash 

available or if management won’t make sufficient cash available.

When you decide to start consuming resources from the public cloud, 

there’s no initial cash outlay necessary. You don’t incur capital ex-

penses. Sure, you might have to pay a bit in the way of startup costs, 

but you don’t have to buy hardware and software. You simply rent 

space on someone else’s servers and storage.

Business decision makers love this shift. They don’t need to worry 

about huge capital expenditures, and they know that they’re paying 

for what they use. They’re not paying for extra hardware that may 

never end up actually being leveraged to help solve business needs.

Scale
Your business isn’t a static entity. It grows. It changes over time. At 

some point, that may mean needing to scale the data center environ-

ment. When you build your own data center, you have to do all the 

work yourself. Sometimes, you can scale in increments that make 

financial sense, while other times you have to add more than you 

might like due to predefined requirements from your vendors. It’s an 

inexact science.

When you use the public cloud, you don’t have to worry about inher-

ent scaling limits or increments. Remember, you pay for what you 

use. As your usage grows, so does your bill, but you don’t generally 

need to manually add new resources to your account. It can happen 

automatically.

Scalability granularity often isn’t a problem with the public cloud, 

either. You grow as you need to in the increments that you need. 

There’s no practical limit to how far you can grow as long as the 

cloud provider still has resources.
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Geographic Diversity and Disaster Recovery

Building multiple data centers can be an expensive undertaking, 

but it’s one that’s often executed as companies seek ways to protect 

their data and ensure continuity of their business in the event of a 

disaster striking the primary data center. The separate data centers 

are generally geographically diverse so that a single natural disaster 

can’t take out both sites at the same time.

Public cloud providers almost always have native systems that can 

quickly enable geographic diversity for applications that are already 

running on their systems. Enabling geographic diversity is often as 

simple as clicking a mouse button and, most likely, paying some 

additional money to the cloud provider.

Flexibility and Automation
Just about everything in the cloud is either software-defined or in-

cludes a robust set of APIs that makes the infrastructure elements 

programmable. 

In either case, cloud environments provide rich opportunities for 

automation, enabling increasingly sophisticated operations based on 

predefined rules. It’s simple to make an API call to a cloud provider 

and deploy a new resource, for example. This has made cloud an 

ideal target for complex continuous integration/continuous delivery 

(CI/CD) pipelines used by developers to automatically manage infra-

structure from inside of code.

The Public Cloud
The cloud is everywhere. For many, the term itself has become syn-

onymous with “Internet” or is just another way to describe what 

used to be called “hosted services.” However, there are a number of 

traits that make a public cloud a public cloud.
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The Faces of the Public Cloud
Here’s a brief look at the different kinds of 

public cloud services that are available on 

the market.

Software as a Service (SaaS)
From a customer perspective, SaaS is the sim-

plest kind of cloud service to consume as it’s 

basically an application all wrapped up and ready to go. 

Common SaaS applications include Salesforce and Microsoft 365.

With SaaS applications, the provider controls everything and provides 

to the customer an application layer interface that only controls very 

specific configuration items. Because all of the infrastructure and the fact 

that most of the software is hidden from the you as the customer, you 

don’t need to worry about any underlying services except those that may 

extend the service, such as integrating Office 365 with your on-premises 

Active Directory environment.

Platform as a Service (PaaS)
Sometimes, you don’t need or want a complete application. In many 

cases, you just need a place to install your own applications, but you 

don’t want to have to worry at all about the underlying infrastructure or 

virtualization layers. This is where PaaS comes into play.

PaaS provides you with infrastructure and an application development 

platform that gives you the ability to automate and deploy applications 

including your own databases, tools, and services. As a customer, you 

simply manage the application and data layers.

Infrastructure as a Service (IaaS)
In other cases, you need a bit more control, but you still may not want to 

have to directly manage the virtualization, storage, and networking lay-

ers. However, you need the ability to deploy your own operating systems 



HY P E R C O N V E R G E D I N F R A S T R U CT U R E I N A HY B R I D C LO U D W O R L D 7 4

First, in general, public cloud systems are comprised of multi-tenant 

environments operated by a service provider with the hardware and 

software located in the provider’s data center. As the saying goes, it’s 

someone else’s computer. In these environments, the customer may 

not always even be aware in which provider data center the services 

reside, nor does the customer have to be aware in some cases (al-

though it’s good practice to know where your data lives). The beauty 

of these systems is that workloads can move around as necessary to 

maintain SLAs.

Cloud service providers generally build their systems with the as-

sumption that hardware will ultimately fail, which means you, as the 

customer, can avoid the need to buy expensive failover and availabil-

ity systems on your own since the provider’s already doing it.

For scale, the cloud provider can provide grid-like scalability so that 

you don’t need to worry about how to grow when the time comes.

For public cloud, there are a number of pros and cons to consider. On 

the plus side, cloud will:

• Enable immediate implementation

• Carry low to no initial deployment costs

• Provide a consumption-based utility cost model

inside vendor-provided VMs. Plus, you want to have the ability to man-

age operating systems, security, databases, and applications.

For some, IaaS makes the most sense since the provider offers the net-

work, storage, compute resources, and virtualization technology while 

you manage everything else.
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However, there are definitely some downsides to cloud as well, 

which include:

• Provide more cost-effective scale than would be feasible in a 

private data center

• Potentially unpredictable ongoing usage charges

• Concerns around data location; many don’t want data stored in 

U.S.-based data centers due to concerns around the NSA and 

PATRIOT Act and GDPR; this issue is now referred to as ensuring 

an understanding of data sovereignty

• Charges across every aspect of the environment, from data stor-

age to data transfer and more

• No control over underlying infrastructure

• Care needs to be taken to avoid lock-in

On-Premises Reality
Even though public cloud has a number of desirable traits, there are 

some harsh realities with which CIOs and IT pros need to contend:

• Security. For some, particularly those in highly regulated or 

highly secure environments, the idea of moving to a multi-tenant 

public cloud is simply not feasible, although cloud providers have 

added, and continue to enhance, versions of their services to 

meet specific compliance requirements.

• Bandwidth. Many areas of the world remain underserved when 

it comes to bandwidth, and some companies can’t get sufficient 

bandwidth or link redundancy with sufficiently low latency to 

make cloud a feasible option at scale.

• Cost. There may come a point at which cloud may become more 

expensive than simply building your own environment. This is an 

increasingly common scenario. For example, unused instances, 



HY P E R C O N V E R G E D I N F R A S T R U CT U R E I N A HY B R I D C LO U D W O R L D 7 6

reserved compute, and instances that are turned off all lead to 

unexpected costs and stranded capacity. The latest iteration of an 

annual survey performed by Flexera3 estimates that up to 30% of 

public cloud spend is wasted due to these issues.

• Comfort level to meet service levels. Let’s face it, in spite of ev-

erything that public cloud has to offer, it’s hard to trust having 

all of your apps and data live offsite. Most IT organizations opt to 

keep some business-critical data on-premises to meet business 

service level agreements (SLAs).

These challenges are reasons that many organizations are turning to 

private cloud environments.

Private Clouds
The term private cloud is often, well, clouded in confusion as people 

try to apply the term to a broad swath of data center architectures. 

So, let’s try to clear up some of the confusion.

First and foremost, a private cloud environment generally resides in 

a single tenant environment that is built out in an on-premises data 

center, but it can sometimes consist of a single tenant environment 

in a public data center. For the purposes of this chapter, we’ll focus 

on the on-premises use cases.

Private cloud environments are characterized by heavy virtualiza-

tion, which fully abstracts the applications from underlying hard-

ware components. Virtualization is absolutely key to these kinds of 

environments. Some companies go so far as to offer internal SLAs 

to internal clients in a cloud-like manner. The key phrase there is 

“internal clients”—that’s the customer in a private cloud environ-

ment. For such environments, being able to provide service-level 

guarantees may mean that multiple geographically dispersed data 

3  https://info.flexera.com/SLO-CM-REPORT-State-of-the-Cloud-2020

https://info.flexera.com/SLO-CM-REPORT-State-of-the-Cloud-2020
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centers need to be built in order to replicate this feature of public 

cloud providers.

Heavy use of virtualization coupled with comprehensive automation, 

orchestration, and intelligent reporting tools enables an additional 

benefit of private cloud: self-service. Moving to more of a self-ser-

vice model has several benefits:

• Users get their needs serviced faster

• IT is forced to build or deploy automation tools to enable

• Self-service functionality, streamlining the administrative 

experience

• Reporting and analytics gives ability to charge-back and show-

back usage as well as optimize the infrastructure with predictive 

analytics and monitoring to avoid stranded capacity. 

As mentioned before, many companies want to keep their data center 

assets close at hand and in their full control, but they want to be 

able to gain some cloud-like attributes, hence the overall interest in 

private cloud. As is the case with public cloud, there are a number 

of pros and cons that need to be considered when building a pri-

vate cloud.

In the pros column, private cloud:

• Provides an opportunity to shift workloads between servers to 

best manage spikes in utilization in a more automated fashion

• Enables the ability to deploy new workloads on a common infra-

structure. Again, this comes courtesy of the virtualization layer

• Provides full control of the entire environment, from hardware to 

storage to software in a way that enables operational efficiency. 

In other words, routine tasks are automated and repeatable

• Allows customers to customize the environment since they own 

everything
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• Provides additional levels of security and compliance due to the 

single tenant nature of the infrastructure. Private cloud-type 

environments are often the default due to security concerns

As with everything, not all is a perfect picture. Private clouds do have 

a number of drawbacks, including:

• Requiring customers to build, buy, and manage hardware. 

This is often something that many companies want to reduce 

or eliminate

• They don’t always result in operational efficiency gains

• Not really providing what’s considered a cloud-computing eco-

nomic model. You still have to buy and maintain everything

• Potentially carrying very high acquisition costs

In short, private clouds are intended to have some of the architec-

tural characteristics of public clouds while offering internal clients 

cloud-like economic outcomes when chargeback processes are 

implemented.

Even if the central IT department providing the service doesn’t really 

use “the cloud,” as internal clients are able to provision and consume 

resources on demand—at least to a reasonable point—there’s the 

beginning of a private cloud taking shape.

Hybrid Cloud & Multi-Cloud
Increasingly, people are choosing both cloud options—public and 

private—to meet their needs and are even adopting multiple public 

cloud offerings. In these hybrid and multi-cloud scenarios, the com-

pany builds its own on-premises private cloud infrastructure to meet 

local application needs and also leverage one or more public clouds 

where reasonable and possible. In this way, the company gets to pick 

and choose which services run where and can also move between 

them at will.
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The Intersection of Cloud and 
Hyperconverged Infrastructure
If you’re wondering what all of this talk about cloud has to do with 

hyperconverged infrastructure, wonder no more! Depending on the 

hyperconverged infrastructure solution you’re considering, there are 

varying degrees of association between the hyperconverged infra-

structure product and both public and private clouds.

Economics
Everything you’ve read so far leads to money. The potential to com-

pletely transform the data center funding model is one of the key 

outcomes when you consider hyperconverged infrastructure. With 

easier administration comes lower staffing costs. With the use of 

commodity hardware comes lower acquisition costs. With the ability 

to scale linearly in bite-size chunks, companies can get the begin-

nings of a consumption-based data center equipment acquisition 

model that enables closer pay-as-you-go growth than traditional 

data center architectural models allow. As your environment needs 

to grow and as users demand new services, you can easily grow by 

adding new hyperconverged systems.

Scale
Agility implies some level of predictability in how workloads will 

function. Public cloud provides this capability. For those wishing to 

deploy a private cloud environment, these needs can be met by lever-

aging hyperconvergence’s inherent ability to scale linearly. In other 

words, you scale all resources simultaneously, including compute, 

storage, and networking in small increments to large scale. In this 

way, you avoid potential resource constraint issues that can come 

from trying to manually adjust individual resources and you begin to 

achieve some of the economic benefits that have made public cloud a 

desirable option.
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Scaling the data center shouldn’t result in scaling the complexity. 

In order to attain the full breadth of economic benefits that go with 

cloud, you have to make sure that the environment is very easy to 

manage or, at the very least, that management is efficient. This 

means that you need to automate what can be automated and try to 

reduce the number of consoles that it takes to get things done.

With hyperconverged infrastructure, management efficiency—even 

at scale—is a core feature of the solution. You’re able to manage all of 

the elements included in the product from a single console; to apply a 

breadth of consolidated policies to VMs; and leverage robust APIs for 

orchestration and automation.

Geographic Diversity and Disaster Recovery
Also on the economics front, the value of resiliency and disaster 

recovery cannot be overstated. One of the benefits of the cloud is the 

geographic diversity that can be achieved to protect against natural 

disasters. With a hyperconverged infrastructure solution that has 

resiliency and data replication as a part of the core offering, multisite 

redundancy capability is baked in as part of the solution.

For those that have opted to build hybrid clouds, some hyperconverged 

infrastructure solutions can leverage that public cloud deployment as 

a replication target. In other words, rather than going to the expense 

of building out a second physical site, the public cloud can be used to 

achieve data protection goals.

Autonomous Operation Potential
Autonomy, automation, and intelligence have become foundational 

infrastructure characteristics regardless of where that infrastructure 

resides—on-premises, in the cloud, or at the edge. In on-prem-

ises scenarios, tools such as HPE InfoSight, coupled with an HPE 

SimpliVity hyperconverged infrastructure deployment, provide 

powerful cost benefits wrought from simplification, reduced support 

burden, predictive analytics, and more.
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Hyperconvergence and the Private Cloud

Building a traditional private cloud can be hard work. It takes a lot of 

effort to get all of the pieces aligned. Hyperconverged infrastructure 

makes it possible to deploy private clouds in a fraction of the time it 

would normally take. Everything is built into the individual applianc-

es, including centralized management, data efficiency, replication, 

and the ability to scale in incremental units. These are core needs in 

building an agile private cloud environment.

Up Next
You’ve now completed your introductory journey into the technical 

world of hyperconverged infrastructure. In the next section of this 

book, you’ll learn about a number of ways that you can begin using 

this knowledge in order to solve some of your most challenging 

business problems.



SECTION 2

Use Cases



CHAPTER 7 

Virtual Desktop 
Infrastructure
For years, IT pros have been trying their best to improve what has 

become a chaotic desktop management environment and to reduce 

costs for providing desktop computers. 

One of the original use cases for hyperconverged infrastructure 

was virtual desktop infrastructure (VDI), a use case that’s still 

strong today.

VDI is an interesting solution. Like many trends in IT, VDI has gone 

through the Gartner Inc. “Hype Cycle” (Figure 7-1). It went through 

both a period of sky-high expectations and also hit rock bottom as 

people became increasingly disillusioned with the technology. Today, 

however, it’s reaching the top end of the Slope of Enlightenment and 

entering the Plateau of Productivity.

How did we get to where we are? 

Peak of Inflated Expectations

Plateau of Productivity

Slope of Enlightenment

Trough of Disillusionment

V
IS

A
B

IL
IT

Y

TIME

Figure 7-1: The Gartner Inc. Hype Cycle (courtesy of Wikipedia)
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VDI Through the Years
Long before x86-based virtualization became the norm, IT de-

partments searched for ways to simplify and streamline desktop 

computing. Microsoft and Citrix led the way in this space and, for 

a time, their products were ubiquitous. People deployed thin clients 

based on specialized editions of Windows Server and had an adequate 

experience. Unfortunately, their experience was one that was mostly 

useful where terminals, not full desktop capabilities, were needed. 

And, really, who wants an “adequate” experience when an awesome 

one is possible?

Then came along server virtualization. Server virtualization resulted 

in the ability to transform the business and IT—lowering costs while 

increasing productivity and efficiency along the way. With server 

virtualization, data center administrators could almost completely 

replicate their physical servers inside software with little to no loss 

of functionality.

At some point, someone somewhere had the bright idea to attempt 

to apply the same thinking to desktops in order to close the us-

er-experience gap and make terminal-based desktops more like 

their PC brethren. Things didn’t work out quite so well. IT pros 

quickly discovered that their path to VDI success would be littered 

with very different challenges than those faced on the road to server 

virtualization.

VDI Workload Differentiators
Although servers and desktops are both computers, how they’re used 

is very different. These differences have driven many of the chal-

lenges that doomed early VDI projects. Just because virtual desktops 

look like virtual servers, it doesn’t mean they act like them. Whereas 

server-based workloads will have their own performance peaks and 

valleys, they’re nothing compared to what happens in the world of 

the virtual desktop.
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Linear Usage Patterns

In VDI environments, usage patterns directly follow user actions. 

When users log in or boot their virtual desktops in the morning, 

each virtual desktop undergoes significant storage I/O operations. 

Contrast this to a traditional PC, where you’ve probably seen it take 

minutes for computers to fully boot and log in. This is because a 

lot of information has to be read from disk and placed into memory 

on a traditional PC. There are also copious write operations taking 

Types of Virtual Desktops
There are two different kinds of virtual 

desktops that you can use in a VDI envi-

ronment: persistent and non-persistent.

Persistent Desktops
Persistent desktops are the type that 

closely resemble desktop computers in the 

physical world. There is a 1-to-1 relationship between a virtual desktop 

and a user. In other words, a user has his or her own virtual desktop that 

no one else uses. This model is the most seamless from a user perspective 

since users have become used to having their own space. Persistent desk-

tops require you to have sufficient storage for desktop customizations.

Non-Persistent Desktops
Think of a college computer lab: rows of computers available for any 

student, and students can go to different computers every day. The stu-

dents really don’t care which computer they use each day as long as one 

is available, and they don’t need to maintain user-specific settings. This 

is known as a non-persistent desktop. User settings aren’t maintained 

between sessions. Each time a user logs in, it’s as if they have logged in 

for the first time.
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place, including writing all kinds of information to logs, including 

any exceptions that may take place at boot time.

Now, multiply all of this I/O by the number of users logging into their 

virtual desktops at the same time. In the world of the traditional 

desktop, each user has his or her own storage device (the local hard 

drive) to handle these I/O operations. In a VDI environment, the 

virtual desktops all share common storage systems, often a SAN or 

NAS device shared among the various hosts that house the virtual 

desktops. The amount of I/O that starts to hit storage can be in the 

hundreds, thousands, or even tens of thousands of IOPS. This can 

quickly overwhelm storage.

The Failure and Resurgence of Storage
This was the problem in the early days of VDI. Then-current disk-

based storage systems simply could not keep up with demands and 

quickly succumbed under the IOPS-based assault that came their 

way. This catapulted VDI directly to the Gartner Hype Cycle’s Trough 

of Disillusionment as people quickly discovered that there would be 

no return on their VDI investment because they had to buy shelves 

and shelves of disks to keep up with I/O demands. In technical terms, 

getting appropriate performance characteristics wasn’t cheap at all.

Shortly thereafter, flash storage started its journey into the enter-

prise. With the ability to eat IOPS faster than anything previously on 

the market, flash has become a go-to technology for virtual desk-

tops. For quite some time, flash carried its own baggage on the VDI 

journey. First, some of the flash-based solutions added complexity 

to storage, and second, all flash systems tended to be expensive, al-

though, in recent years, the price of flash storage has plummeted as 

the technology gains traction and economies of scale come into play.

Second-Class Citizenship for Data Protection
Protecting VDI environments was also a challenge. The nature 

of VDI didn’t always mean that it would enjoy the same kinds of 
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data protection services as server workloads, even though desktop 

computing really is a critical service. Between WAN bandwidth and 

backup storage needs, fully protecting the desktop environment 

wasn’t always feasible.

It’s All About That Scale
Scaling VDI was, again, a far different chore than scaling server-cen-

tric workloads. Whereas server workloads were scaled based on indi-

vidual resource need, VDI-based workloads scaled far more linearly, 

requiring RAM, compute, and storage to scale simultaneously.

The User Experience Trumps All
Finally, let’s talk about the user experience. In a perfect VDI world, 

you have persistent virtual desktops in which users’ settings and 

experience are maintained between sessions. This is the scenario 

that most closely mimics the real desktop experience, and people like 

it. With legacy infrastructure, getting the performance and capacity 

needed to support persistent desktops can be a real challenge.

Many gave up on VDI, thinking that they would never be able to 

enjoy their dreams of an efficient desktop environment. But then 

something interesting happened. Hyperconverged infrastructure hit 

the market.

Hyperconvergence and VDI Scaling and 
Performance
As mentioned earlier in this chapter, VDI became one of the original 

primary use cases for the introduction of hyperconverged infrastruc-

ture into a company. It’s not hard to see where hyperconvergence 

solved just about all of the challenges—real and perceived—

around VDI.
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First, let’s talk about the ability for hyperconverged infrastructure 

to scale. You learned earlier that hyperconvergence natively enables 

linear resource scalability, which is also necessary for VDI environ-

ments to be able to keep pace with growth. As you add virtual desk-

tops, you need to assign both CPU cores and RAM to those systems 

along with sufficient storage for the operating system, applications, 

and user files.

Performance is one of the big challenges in VDI, particularly as it 

relates to storage. With today’s hyperconverged infrastructure sys-

tems, you’re likely getting an all-flash system, although there are 

products on the market that combine flash and spinning disk in a 

hybrid storage configuration.

Further, with hyperconverged systems that have deduplication and 

compression features at the storage layer, you get even more benefits. 

Virtual desktops are all very similar, so they’re very easily reduced at 

the storage layer. With reduction, you’re able to store more VMs on 

the storage that exists in your hyperconverged infrastructure, which 

saves you a lot on disk costs. Deduplication and compression are the 

key technologies that enable the use of persistent desktops in a VDI 

environment. Deduplication also massively reduced the I/O footprint 

for VDI systems. Being able to efficiently cache deduplicated desktop 

systems can virtually eliminate the various storms—boot storms and 

login storms—that can negatively impact performance otherwise.

Let’s not forget about data protection and availability. In a traditional 

desktop environment, fully protecting workstations can be a tough 

task and, in the event that a workstation happens to fail, a user could 

be without a computer for an extended period of time. In a VDI en-

vironment, if a user’s endpoint fails, it can be very quickly replaced 

with another endpoint—the user simply reestablishes a connection 

to the persistent desktop.

But data protection in VDI goes way beyond just making it easy to 

get users back up and running. In fact, it comes down to being able 
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to fully recover the desktop computing environment just like any 

other mission-critical enterprise application. In a hyperconverged 

infrastructure environment with comprehensive data protection 

capabilities, even VDI-based desktop systems enjoy backup and 

replication for users’ persistent desktops. In other words, even if you 

suffer a complete loss of your primary data center, your users can 

pick right up where they left off thanks to the fact that their desktops 

were replicated to a secondary site. Everything will be there—their 

customizations, email, and all of their documents.

Overcoming Challenges and 
Operationalizing VDI
VDI sounds like a great idea, but many that embark on a solo jour-

ney to deploy the technology quickly discover that it’s not as easy 

as deploying a few VMs—a number of inherent challenges have to 

be overcome.

First is budget. For VDI to work, you need hardware and software. On 

the hardware front, you need server hosts on which virtual desktops 

will run. You may also need user endpoints, if you don’t already have 

a suitable fleet of such devices. The server side is handled elegantly 

with a hyperconverged infrastructure solution, as discussed earlier. 

In terms of hardware, you may have high-end graphics require-

ments, which is historically one of the more vexing challenges 

associated with VDI.

For software, you need a hypervisor, brokers, gateways, and other 

constructs that provide a secure, scalable VDI deployment. You also 

need to make sure you can quickly recover your desktop environment 

if disaster strikes.

Beyond providing a robust, linearly scalable environment in which 

to run your virtual desktops, HPE SimpliVity provides complete 

data protection, including support for HPE SimpliVity RapidDR, 

to help automate recovery in the event of a failure. Further, your 
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infrastructure is managed under the watchful eye of HPE InfoSight, 

providing robust intelligence and operational benefits.

HPE provides an array of HPE SimpliVity offerings for VDI, each offer-

ing solutions to the challenges described. If you have heavy graphics 

needs, for example, HPE SimpliVity 380 or 2600 have you covered 

with GPU support. Even better, thanks to the right integration in the 

deployment, you get upgrade capabilities from a single location that 

includes firmware, hypervisor, and SimpliVity software updates.

The turnkey nature of the HPE SimpliVity platform means that any 

budget challenges that may exist aren’t exacerbated by poor imple-

mentation. And the platform choice ensures that you can find a VDI 

solution that matches your budget.

If you prefer an OpEx financing model over a CapEx model, consider 

consuming HPE SimpliVity under HPE’s GreenLake pay-as-you-go 

program. HPE GreenLake offers “hyperconvergence as a service” and 

can help you accelerate your deployment efforts while using a pay-

as-you-go model on the financial side.

Up Next
With easy scalability, excellent performance capabilities, and great 

data protection features, hyperconverged infrastructure has become 

a natural choice for VDI environments. Next is a deeper look into how 

this architecture can address edge scenarios.



CHAPTER 8

Supporting Edge  
Computing
Edge IT demands can be difficult, and perhaps the most significant 

problem is one of scale. The technology requirements for many edge 

environments can grow very large over time, but the infrastructure 

footprint in each location must remain very small. (Figure 8-1 shows 

how this growth can occur haphazardly and, therefore, inefficiently). 

Consider a fictional company that has 500 locations. This is a big 

company, so the overall aggregate technology needs of the organiza-

tion are significant. At the same time, each branch location supports 

20 employees and is also a sales outlet. The individual sizing needs 

of each branch are relatively modest, but that doesn’t mean there are 

insignificant needs at each location—in fact, just the opposite is true. 

As organizations look for ways to streamline and enhance the 

customer experience, the technology requirements in each locale 

will increase.

Site 1 Site 2 Site 3

Figure 8-1: Chaos is the norm in many edge environments
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Traditional Edge Challenges
At first look, the solution might seem simple—throw a couple of 

servers into each location and call it a day. Unfortunately, it’s not 

that easy. There’s a lot more to the scenario than meets the eye.

Exploding Capacity Needs
For many organizations, edge environments are the front line in 

terms of data acquisition. Expanded product information and pro-

cesses around point-of-sale systems are pretty obvious potential 

generators of data, but they pale in comparison to the vast quantity 

and variety of data being vacuumed up by Internet of Things (IoT) 

devices and other sensors. These devices can include cameras, both 

for security purposes and for customer experience improvements.

As you look at the number and variety of edge deployments, it be-

comes even clearer how the edge can dramatically impact capacity 

requirements. With manufacturing equipment today containing sen-

sors for all aspects of operations, and beds being just one of dozens 

of devices in a hospital room generating a constant flow of data, the 

need for easily expanded capacity and a system that enables high 

levels of data efficiency becomes even more obvious.

It’s more than just gathering that data, though. Edge computing 

environments are also about keeping that data closer to the source 

so that it can be acted on in some way. And that calls for increasing 

usage of compute and advanced applications capabilities, too. It’s 

easy to see that there’s a need for intelligence at the edge—and that 

intelligence needs to be just as capable as the intelligent systems 

deployed in central data center locations.

A Need for Differentiation
First and foremost, just a couple of servers may not meet the needs of 

the branch office. Each branch is probably sized differently, so some 
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may be able to operate with just a couple of servers while others may 

need more substantial capabilities. You’ll probably want two or more 

servers for availability reasons. If one server fails, the other one can 

pick up the load. Getting high availability with just two servers, while 

solvable, isn’t always straightforward.

Constantly Advancing Needs
Further, you may have more robust needs in your edge locations and 

require more advanced functionality. As more retail environments 

work to reshape the customer experience, the market is seeing more 

technology adoption. Some stores are deploying futuristic systems 

based on myriad sensors and cameras placed strategically through-

out the store and backed by powerful AI systems that help to reduce 

theft and streamline the checkout experience, sometimes not even 

requiring a visit to a checkout lane.

In these cases, just throwing regular servers into the fray won’t 

solve the problem. Edge environments require the same suite of 

computing services as their data center-based cousins. This includes 

comprehensive data protection, an ability to run a variety of work-

loads, including virtual ones and those that run in containers, and 

the ability to leverage GPUs for modern, AI-driven applications.

Maintaining Performance
At the same time, you have to keep an eye on performance to make 

sure that poorly performing local applications don’t negatively impact 

the branch’s business. You can’t forget about data protection, either. 

If this was a single-site company, data protection would be relatively 

easy; you just back data up to a tape, disk, a second location, or the 

cloud. But if you have many sites and some have slow Internet links, 

it can be tough to protect data in a way that makes sense. You don’t 

want to have local IT staff that needs to change tapes or watch backup 

appliances. You also don’t want to have non-technical people trying 

to do this as a part of their jobs. It doesn’t always work out well.
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Lack of Onsite Technical Staff

Plus, there’s ongoing support. Stuff happens. You need to be able to 

keep every site operational. However, with each site you add, each 

with its own unique needs, the overall complexity level can become 

overwhelming. As complexity increases, efficiency decreases, and 

it becomes more difficult to correct problems that might occur. 

Figure 8-1 provides a demonstrative overview of today’s data center. 

In many edge sites, centralized IT delivers services to the remote 

sites from a centralized location over a WAN. By centralizing IT, the 

company eliminates the cost of skilled IT staff on site at remote sites 

and reduces the risk to business continuity since IT handles data 

protection.

However, the major drawbacks are often poor application perfor-

mance, scattered management, and difficulty correcting issues that 

arise in remote sites.

To summarize the challenges faced in edge environments:

• There’s a need for a lot of decentralized systems to support indi-

vidual branch offices and edge needs, and there’s often lack of a 

cohesive management platform

• Bandwidth to edge locations can often be limited and may not be 

reliable. Most edge locations lack the full breadth of data center 

services (high-performance storage, WAN accelerators, and so 

on) enjoyed by headquarters and by single-site companies

• Data generated at edge locations needs first-class citizen protec-

tion, but often can’t get it using legacy tools

• There is often a mashup of different hardware platforms at edge 

locations and, even in consistent environments, there may be 

more hardware than is necessary, just to maintain availability

• Hardware at edge locations might run the refresh-cycle gamut 

from aging devices to brand new components. Some sites have 
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just a server or two where others have a full cluster with a SAN. 

It can be a logistical nightmare to maintain minimal hardware at 

such locations and somehow centrally manage solutions

• Operating edge-based container-based workloads or applica-

tions that require GPUs isn’t always feasible using traditional 

infrastructure

• There’s a lack of technical personnel at most edge locations and 

companies don’t want to have to hire dedicated technical staff 

for each one

Transforming Edge Operations with 
Hyperconverged Infrastructure
Edge operations are areas in which the right hyperconverged in-

frastructure solution has the potential to completely transform the 

environment and how those environments are managed. The overall 

results can be lower costs, improved efficiency, and better overall 

disaster recovery capabilities.

So what does it take to achieve this edge utopia and how does hyper-

converged infrastructure fit into the equation?

Keeping IT Simple
Hyperconverged infrastructure brings simplicity to chaotic IT orga-

nizations and nothing says “chaotic” like dozens of different sites 

running disparate hardware managed as individual entities. By 

moving to a common hyperconverged infrastructure platform, you 

instantly gain centralized administrative capabilities that encompass 

every site. Moreover, when it comes to hardware support, every site 

becomes a mirror of the others, thereby streamlining your support 

efforts. Such an architecture eliminates the need for dedicated tech-

nical staff at each branch.
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The need to keep management simple cannot be overstated. 

Companies are no longer willing to scale IT staff at the same rate 

that they add sites and services, but they expect consistent perfor-

mance. To solve this seeming paradox of intentions, IT has to look 

at the   edge situation much more discerningly and deploy solutions 

that overcome their unique challenges. They need to choose solutions 

that unify management across all   edge sites in a way that makes 

them appear as if they’re a single entity even while they support a 

dispersed organization.

With an HPE SimpliVity hyperconverged infrastructure solution 

powering edge environments, administrators gain one-click upgrade 

capabilities previously discussed. From firmware to VMware vSphere 

to the SimpliVity software, a single-pane update manager ensures 

that upgrades are handled quickly and without hassle, even if you’re 

updating hundreds of sites.

Less Hardware
Some sites need very little hardware while others need more. Some 

sites traditionally needed dedicated storage while others didn’t.

It’s chaos. With the right hyperconverged infrastructure solution, you 

can have sites that operate on just one or two appliance-based nodes 

without having to compromise on storage capacity and performance. 

You simply deploy the two nodes, and they form their own cluster 

that imbues the branch with highly efficient storage capabilities that 

include comprehensive data deduplication and reduction. For larger 

sites, you simply add more nodes. No SAN is needed and all of the 

hardware across all of the sites is common, easy-to-support, and 

provides enterprise-level capabilities, even in a single-node or two-

node cluster.

The data reduction features available in some hyperconverged in-

frastructure solutions mean that you don’t need to constantly add 

storage. With reduction, you get to cram more data into the same 
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amount of overall capacity at the branch site. Reduction also has 

other benefits. Read on.

Virtual Machines and Containers in One
With HPE SimpliVity’s support for both VM-based workloads and 

integration with containers via Kubernetes orchestration, you can 

run both your traditional applications and your modern applications, 

which helps accelerate your edge ambitions.

Comprehensive Data Protection
Data generated or managed at edge locations needs to be treated just 

like data generated at HQ. In many cases, the data originating from 

such locations is even more important because it’s the information 

that’s created as the result of sales, sensors, or other production 

efforts. With a hyperconverged infrastructure solution that has the 

ability to fully compress and deduplicate data and that can work with 

data in its reduced form, you can get data protection capabilities that 

allow you to replicate edge-generated data to other edge sites or to 

HQ even over slow WAN connections. Better yet, you don’t need WAN 

accelerators to accomplish this feat. With the right solution, reduced 

data is transferred over the wire and, even then, only the blocks that 

don’t already exist at the target site are transferred, resulting in an 

incredibly efficient process. This kind of data protection infrastruc-

ture also eliminates the need for onsite staff to perform tasks such 

as changing tapes and increases the potential for successful recovery 

in the event of a disaster. Figure 8-2 illustrates a well-organized, 

efficient, streamlined infrastructure.

Site 1 Site 2 Site 3

Figure 8-2: Hyperconverged infrastructure tames the ROBO chaos
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Deployment Options

As you’re deploying ROBO solutions using hyperconverged infra-

structure, you need to take a look at how you want your ROBO sites 

configured. There are two typical models available:

• Hub and spoke (Figure 8-3). With this architecture, there’s a 

centralized hub in the center and each remote site is at the end of 

a spoke. With this model, the various remote sites will generally 

talk to the hub spoke, but not often with each other. Backups and 

other data transfer operations will generally flow from the end of 

one of the spokes back to the hub. 

• Mesh (Figure 8-4). In a mesh environment, all of the sites can 

talk directly to the other sites in the mesh. Under this model, 

it’s possible to have individual sites back up to each other and 

the organization can, theoretically, operate without a centralized 

hub, although one of the nodes often acts in this capacity.

As you’re deploying hyperconvergence throughout your organiza-

tion, it’s important to ensure that the intended solution can easily 

support whichever deployment model you use, even if it happens to 

Figure 8-3: A look at a hub and spoke ROBO model
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be a combination of the two. Most importantly, regardless of which 

model you use, you should be able to centrally manage everything 

and have the ability to implement data protection in whatever way 

makes the most sense for you. Finally, adding new sites—scaling 

the environment—should be a basic feature of the solution and not a 

complicated afterthought.

Up Next
Edge environments can be considered as “applications” that require 

some specialized attention. This is a perfect use case for hypercon-

vergence. However, there are some actual applications that have 

special resource needs as well. In the next chapter, you’ll learn about 

these applications and how hyperconvergence helps.

Figure 8-4: A look at a mesh-based ROBO model



CHAPTER 9

Tier 1/Dedicated Application 
Support
Not every company needs to tear down their entire data center and 

replace everything with shiny new hyperconverged infrastructure 

appliances. The chances are pretty good that you can’t really do that 

even if you wanted to. However, you may have a single application 

that’s challenging you and needs to be tamed. Or, perhaps you have 

a new application that you need to deploy, and you can’t deploy it on 

your existing data center infrastructure.

For you, hyperconverged infrastructure still might be just the answer. 

In fact, even if you have only a single application, you might still be 

able to leverage hyperconvergence.

Enterprise Application Needs & 
Challenges
Not all enterprise applications are created equal. Every application 

has a unique performance profile, and each requires a varying 

amount of resources to be dedicated to that application. In Chapter 

7, you learned about the popular enterprise application VDI and dis-

covered that it has very different resource needs than general server 

virtualization.

Many traditional data center architectures aren’t equipped to handle 

applications that don’t fit a mainstream operational envelope. That is, 

these traditional data centers are equipped to operate a broad swath 

of mainstream applications, but don’t always have the capability to 

support applications with very unique resource needs. The kinds of 
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applications that fit into this category will vary dramatically from 

company to company. For some, the entire centralized IT function 

consists of just a file server, so even something as common as an 

Exchange system would place undue stress on the traditional envi-

ronment. For others, the traditional environment handily supports 

Exchange, but SQL Server or Splunk would be a step too far.

Every application has some kind of an I/O profile. This I/O profile 

dictates how the application will perform in various situations and 

under what kind of load. On top of that, every organization uses their 

systems a bit differently, so I/O profiles won’t always match between 

organizations. As you deploy new applications, it might be time to 

leverage hyperconverged infrastructure.

A lot of people worry about virtualizing some of their resource-hun-

gry applications for fear that they won’t perform well. This is why, 

even to this day, many companies still deploy physical SQL Server, 

Exchange, and SharePoint clusters. While physical deployment 

isn’t “wrong,” the benefits of virtualization are well-known and 

include better overall hardware utilization and better data protection 

capabilities.

Hyperconvergence and Dedicated 
Applications
The right hyperconverged infrastructure solution can help you to 

virtualize even the largest of your Tier 1 mission-critical applications 

while also ensuring that you have sufficient resources to operate 

these workloads. Plus, don’t forget the major role hardware acceler-

ation plays in some hyperconverged systems.

Modern hyperconverged infrastructure solutions offload deduplica-

tion operations either to a dedicated accelerator card that sits right 

inside the server or to a powerful software stack that takes advantages 

of the fact that Intel keeps adding processing cores to its CPUs. Some 
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of the cores are carved out to enable deduplication without imposing 

a significant performance impact.

Elements of the Microsoft stack, including SQL Server and SharePoint, 

can be safely virtualized and significantly accelerated by moving to 

hyperconvergence. The same holds true for Oracle. Other I/O-hungry 

applications are growing in popularity, too. Splunk and Hadoop are 

two emerging applications that carry with them pretty significant 

I/O requirements. Splunk is a logging tool that subjects to abusive 

write-intensive workloads, while Hadoop is a big data analytics tool 

that requires a whole lot of both read and write I/O capability. Both 

need a lot of storage capacity, too, which is where deduplication 

features come into play.

Even better, as you need to grow, you just grow. Scalability is a core 

part of the infrastructure. When you grow, you can add more storage 

capacity, more storage performance, more CPU, and more RAM as 

needed, so you don’t need to worry about encountering a resource 

constraint somewhere along the line. That said, one common 

misperception about hyperconverged infrastructure is that you are 

absolutely required to scale all resources at exactly the same rate. 

This is simply not true. For example, with HPE SimpliVity, you can 

add compute-only nodes that don’t have any storage. It’s not a one-

size-fits-all conversation. Even in these cases, scaling is simple.

Moreover, for whichever applications you choose to include in your 

hyperconverged infrastructure, depending on the hyperconverged 

infrastructure solution you select, you can gain comprehensive data 

protection capabilities that will help you more quickly recover in 

the event of a disaster or another incident. In addition, you can also 

inherit the ability to manage the hyperconverged environment from 

a single administrative console.

Finally, if you’re thinking “private cloud” with regard to your data 

center, you have to virtualize your Tier 1 applications in order to bring 

them into the centralized, API-driven management fold. A private 
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cloud is a VM-centric construct that requires high levels of virtu-

alization to imbue the environment with the agility and flexibility 

needed to get things done.

Up Next
Just when you thought that you had everything solved by virtualizing 

and moving all of your Tier 1 applications to hyperconvergence, now 

comes a directive to consolidate your disparate data centers.

That is the topic of Chapter 10.



CHAPTER 10

Data Center Consolidation
Mergers and acquisitions. Cost cutting. New business initiatives. 

“We’re moving to the cloud!” There are all kinds of reasons why 

companies make the decision to consolidate data centers. Maybe your 

company undergoes explosive, barely controlled growth or they may 

decide to stop, take a pause, and reconsider how IT does business 

in their organization. Or maybe your company decides to buy out 

another company, and you suddenly inherit a whole series of data 

centers that you’re not prepared to handle.

Want to know a secret? It will be up to you to figure it out. 

Furthermore, you’ll probably be asked to do it with the same budget 

you already have.

Here’s the thing, though. Data center consolidation isn’t always just 

about reducing the number of data centers from a big number to a 

smaller number. Sometimes, it’s about reducing the amount of stuff 

strewn about the data centers that you already have.

Today’s IT organizations generally buy and integrate numerous point 

solutions from a plethora of vendors, each with its own training 

courses, licensing, refresh cycles, and mode of operation. These 

point products are the result of years of planning and investments to 

support business applications.

We hear the same story time and time again. Does this sound fa-

miliar? You virtualized a decade ago and naturally a data protection 

strategy project came directly after that. The SharePoint implemen-

tation project for your marketing organization took eons to complete 

and required purchasing a new SAN. It feels like you just bought that 

SAN yesterday, but you blinked, three years flew by, and it’s time to 
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refresh ... again. The decision to buy all of these products made sense 

at the time, but today data center complexity can feel overwhelming 

and discourage innovation.

All of this has really cooked up several challenges for IT organiza-

tions, including:

• Time overhead spent on operational tasks

• Mobility and management of VMs 

• Budget constraints

• Breaching service-level agreements (SLAs)

• Operational efficiency

• Application performance 

The list goes on and on. Complexity is one of the biggest issues 

holding back IT, and the business, today. It’s also a key inhibitor 

to your company’s digital transformation efforts, which rely on a 

simple approach to technology.

Ask yourself these questions to determine where you might have 

pain points:

• As data growth explodes, can you continue to operate the same 

way you always have?

• Are your legacy technologies designed for virtualized 

environments?

• Are you spending more time on maintenance, upgrades, deploy-

ments, provisioning, and management tasks instead of building 

more valuable innovation for the business?

• Do you have the necessary expertise to manage each of these 

products separately?

• Are your applications and programs delayed by siloed teams and 

backlogged requests? 
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• Are you struggling to meet your SLAs with the business?

• Are you missing data protection objectives like RPOs and RTOs?

• Can you point directly to technical complexity as a major factor 

holding back your digital transformation needs?

Review your answers carefully. You may find that you’re the perfect 

candidate for hyperconverged infrastructure.

Consolidation with Hyperconvergence
In every chapter of this book so far, you’ve learned about how hyper-

converged infrastructure solutions can reduce the variety of hardware 

and software you have to manage in the data center. Every time you 

eliminate a class of hardware or software in your data centers, you’re 

on your way to answering “Yes” to all of the questions outlined in 

the previous section.

That’s the ideal scenario.

At the most basic level, hyperconverged infrastructure consolidates 

storage and compute, enabling you to eliminate the monolithic SAN 

environment. From there, some hyperconverged infrastructure 

vendors make things pretty interesting. For example, Nutanix and 

HPE both provide something in the way of data reduction via de-

duplication and compression. HPE SimpliVity, however, takes this 

to the extreme through the use of their accelerator components, 

which form the basis for what they call their HPE SimpliVity Data 

Virtualization Platform.

By enabling global inline deduplication and compression with a 

solution like HPE SimpliVity, you suddenly need less overall capacity, 

which means you need less overall hardware. With constant data 

reduction, you no longer need:

• WAN accelerators to reduce data over the wide area network 

because data stays reduced
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• Separate backup software to protect the data in your environment

• Separate deduplication appliances

• Separate SD arrays

Instead, you can massively reduce the amount of hardware and 

software that you’re operating, maintaining, getting trained on, and, 

maybe even struggling with. With less stuff to manage and worry 

about, you can better focus on the business and on improving SLAs, 

RTOs, and RPOs. You get to focus on the business rather than on the 

technology.

If you’re in a situation in which you need to reduce the number of 

data centers you’re managing, hyperconverged infrastructure can 

help you there, too. How? For the same reasons that we just dis-

cussed. Rather than just taking all of the hardware from the various 

sites and combining it all into one supersite, you can rethink the 

whole model. In addition to cutting down physical locations, you can 

also minimize complexity.

Up Next
Data center consolidation is important, but you still need a place to 

run applications and perform testing and development. Testing and 

development environments are often short-changed in the world of 

IT. In the next chapter, you’ll learn why that’s not a good situation. 

Plus, you’ll learn how hyperconverged infrastructure can help you to 

improve your operations—from testing to production.



CHAPTER 11

Test/Development 
Environments
It’s pretty clear that production environments enjoy premier status 

in most data centers. Production gets the fastest storage, the biggest 

servers, and all of the supporting services that make the application 

magic happen. Meanwhile, the poor test and development (test/dev) 

environment doesn’t get all that much attention.

Let’s take a look at what the test/dev environment supports. Test/

dev consists of important activities, which include:

• Testing new application versions as they’re released in order to 

determine potential impact on production

• Creating new custom software to serve the needs of the business

• Having a place to perform unit testing and load testing for new 

software being created by developers

In fact, in some organizations, even the developers’ development 

machines are virtualized, and they work against virtualized instances 

of production software to ensure that their efforts will translate well 

into production.

The State of Test/Dev Environments
In many companies, test/dev environments are often given leftovers 

and hand-me-downs. For example, production servers that have been 

decommissioned might be moved to the test lab or to a development 

lab. These servers are configured just like they were three to five 
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years ago when they were originally purchased, and they generally 

don’t have warranty support. Further, they use hardware that’s one 

or two generations removed from current products.

The same goes for your storage systems that support the test/dev 

environment. Storage might consist of the old SAN that was removed 

from production. Or it might include a cheap array of disks, which 

provides reasonable capacity but is lacking performance.

At first, this may seem like a reasonable thing to do. After all, test/

dev is a lower priority than production, right? Well, there are a few 

reasons why test/dev is more important than you might think:

• Time is money. That’s the old adage. By using older, slower 

equipment in test/dev, you waste staff time that could be better 

spent doing other things.

• Development efficiency. Your developers are likely among your 

higher-paid staff. The more you short-change their work envi-

ronment, the slower they work and the less efficient they become. 

This leads to slower overall development time and increases time 

to market for new features, products, and services.

• Work stoppage. Not having a warranty equates to having non-ex-

istent or slow service, if and when equipment fails. Failure in 

test/dev means that a critical piece of your environment is no 

longer available.

The Impact on Production
In most organizations, it’s good to make sure that the test/dev en-

vironment resembles the production environment, especially when 

it comes to developing software and pushing it from test/dev to 

production.
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When there’s massive variance between test/dev or when test/dev 

isn’t sufficient, bad things can happen, including:

• Perplexing performance. An inability to truly determine how well 

an application will perform in production means that you can’t 

quickly resolve performance-related problems. When hardware 

between production and test/dev isn’t close, applications will 

probably run very differently. This means you can’t easily predict 

how well applications will operate.

• Elevated expenses. Some say that having underpowered hard-

ware in test/dev actually makes sense since it means that, if an 

application performs well there, it’s guaranteed to work well in 

the more robust production environment. In essence, they’re 

saying that overbuilding production makes sense. That means 

that you’re buying resources you may not need.

• Insidious inefficiency. The fact is that having two complete 

sets of hardware doesn’t always make sense, even when it’s 

necessary.

• Dubious data defense. Many people don’t do data protection in 

test/dev since it’s not as critical as production. For those that do 

a lot of internal development, they often do take steps to protect 

code, but not always to the level that they do in production and 

they may leave test/dev more vulnerable than they would like.

Hyperconverged Infrastructure in Test/
Dev Environments
Once again, the right hyperconverged infrastructure solution has the 

potential to address all of the challenges identified in the previous 

section. Further, with the right solution, you can also add test/dev 

capabilities to companies that may not have had it in the past.
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There are a couple of ways you can stand up a test/dev environment 

using a hyperconverged infrastructure solution:

• Build a separate environment

• Add an additional node or two to production

• Use hyperconverged infrastructure for test/dev only

Each of these methods has its own benefits. Building a complete en-

vironment that mirrors production makes it possible to truly see how 

well applications will perform in the production environment and 

also provides plenty of capacity to allow development to take place.

Figure 11-1 gives you a look at how such an environment might be 

structured.

Further, this method makes it possible to use each hyperconverged 

environment as a replication target for the other. You can protect 

production by replicating it to test/dev and vice versa. When you 

stand up the environment like this, you can also take advantage of 

any global deduplication capabilities offered by your hyperconverged 

infrastructure platform.

When There Is No Test/Dev
There are companies that don’t have any 

test/dev environment. They don’t have 

the budget, the personnel, or the space 

to stand up a complete test environment, 

so they operate by directly updating pro-

duction before performing complete testing. 

This is a relatively high-risk activity that can be 

disastrous if a mistake is made. We recommend having at least some 

kind of testing capability to make sure that updates to production don’t 

result in downtime.
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This is a key factor in containing costs. In essence, you can dedupli-

cate the entire environment and, since test/dev mimics production, 

the capacity savings can be huge.

If you don’t need a complete replica of production, you can also opt 

to simply add an additional node to your existing production hyper-

converged infrastructure environment. As is the case with building 

a completely separate test/dev environment, you’ll still enjoy the 

incredible capacity savings that come with global deduplication. This 

benefit is also for the same reason—the test/dev workloads mimic 

production, so even though there are a lot of identical blocks floating 

around the workloads, each of those only has to be stored one time.

When it comes to disaster recovery, you have a few options as well. 

With a separate environment scenario, you already know that you can 

do disaster recovery between the two environments via replication.

With a hyperconverged infrastructure solution that deduplicates 

across the entire environment, you’ll save a whole lot of stor-

age capacity.

Also, if you choose to simply add nodes to production to handle test/

dev needs, you can still replicate everything from production to a 

secondary site if you have one. Regardless, you’ll still be able to 

Figure 11-1:  Building out two environments to support separate test/dev and 
production scenarios
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withstand the loss of a node in the cluster while maintaining opera-

tional production and test/dev capabilities.

There’s also a third potential use case: using hyperconverged in-

frastructure for test/dev only. It’s entirely possible that you already 

have a well-running production machine and you don’t want to 

move it to hyperconverged infrastructure. There’s no reason that you 

can’t consider using the architecture for test/dev only. This will ease 

the administrative burden in test/dev and avoid the need to get too 

deep into the technical weeds for that environment. Things will just 

work. You won’t need to buy a separate SAN and you’ll get great per-

formance for this critical infrastructure arena. Further, since you’ll 

probably have a lot of different copies of the similar VMs in test/dev, 

you’ll be able to get great benefit from any data reduction services 

that may exist in the hyperconverged infrastructure solution.

With hyperconverged infrastructure, you won’t have to maintain the 

IT skills around the dev/test SAN and other needs and will be able to 

focus the development budget on application development. There are 

also some other benefits that can be had by using hyperconverged 

infrastructure in test/dev:

• Allows you to keep pace with business needs by quickly turning 

around incremental tasks in a production-like environment

• Ability to clone production environments and integration envi-

ronments in minutes

• Having a well-defined process that includes ways to push 

changes to production, including creating backup of the original 

environment to have ability to roll back

• Developers and businesses would like to adopt a SaaS model 

for test/dev and are looking for cloud-like elasticity and ease of 

getting environments established
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Adding Support for Container-Based 
Workloads
Containers and microservices are the new normal for application 

development, particularly for the emerging breed of cloud-native 

applications. Still, many organizations continue to struggle with 

adoption, as these new application development architectures need a 

modernized infrastructure approach to achieve the speed, simplicity, 

and insights necessary to drive transformation. 

In this area as well, SimpliVity’s hyperconverged infrastructure plat-

form has a solid solution. In addition to your VM-based workloads, 

you can run modernized applications on SimpliVity and have its dif-

ferentiated and enterprise-class data management services applied 

to data stores created for the containerized applications in VMware 

vSphere environments. 

This provides a fully integrated experience for Kubernetes as an 

application in a hyperconverged infrastructure environment. With 

its support for the Cloud Native Computing Foundation’s (CNCF) 

Container Storage Interface (CSI) through a vSphere Cloud Native 

Services plugin, SimpliVity can integrate with any standard upstream 

Kubernetes distribution to create, manage, and orchestrate applica-

tions and associated persistent volumes (PV). 

This feature provides a number of data services:

• Persistent volume (PV) create, delete

• PV copy, clone

• PV snapshot/backup, both local and remote (Kubernetes 

1.17 or later)

• PV restore (Kubernetes 1.17 or later)

• Policy-based automation for PV data backup
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• Always-on dedupe and compression across primary storage 

and backup 

• Enterprise-class availability and resiliency

Having support for CSI allows both VMs and container-centric 

workloads to run on the same host or cluster, eliminating the need 

for dedicated infrastructure for container workloads. Also, the stan-

dard minimum two-host configuration inherent in the SimpliVity 

architecture is supported, although a three-host solution increases 

resiliency. 

With CSI and Kubernetes support, you can build distributed data 

centers with SimpliVity federation and have the ability to move data 

(snapshot and restore) among them for better data protection, agile 

application development, DevOps, and other modernized application 

development and delivery pipelines for modernized workloads.

Up Next
It’s clear that test and development environments can be significant 

assets, but they’re only useful if they’re leveraged in a way that sup-

ports the needs of the business. In the next chapter, we’ll talk about 

what happens when IT goes rogue—or at least appears to. Alignment 

between IT and the business is the topic of Chapter 12.



CHAPTER 12 

Aligning Architecture  
and Priorities
Perhaps one of the most enduring meta-conversations about IT 

in past decades has been focused on how well IT serves the needs 

of the business. Often referred to as “IT/business alignment” this 

conversation generally used to indicate when IT failed to meet the 

needs of the business. In a perfect world, there wouldn’t have to be 

this conversation because IT would never be considered as off-track 

or “rogue.” Unfortunately, that isn’t reality. IT often struggles to 

maintain a focus on the business, a problem often exacerbated by the 

infrastructure solutions that have been adopted.

In fact, this whole idea of alignment is one that hyperconverged 

infrastructure has the potential to address head-on. No, it won’t 

fix every alignment problem in every organization, but it can begin 

the process.

The State of Hyperconverged 
Infrastructure
ActualTech Media research has uncovered a pretty significant 

misalignment between IT priorities and potential hyperconverged 

infrastructure benefits.

Data centers are among the costliest physical assets owned and op-

erated by organizations. The cost isn’t just in the equipment that’s 

deployed, but also in the sheer effort that it takes to manage that 

equipment, keep it running, and keep it maintained year after year. To 
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make matters worse, many companies have deployed Band-Aid-like 

solutions to patch over problems introduced as the data center grows 

more complex or is challenged to meet emerging business needs.

Let’s start with the items considered priorities by respondents. In 

Figure 12-1, you’ll see that improving data protection, improving op-

erational efficiency, and implementing VDI are the top-three items 

on respondents’ radars. Remember, these responses don’t consider 

the role of hyperconverged infrastructure; these are simply overall IT 

priorities.

Which of the following would you consider to be your organization’s most 
important IT priorities over the next 12 to 18 months?

Improve operation efficiency

Improve DR

Improve data backup/recovery 

Manage data growth

Increase use of server virtualization

Data center consolidation

VDI initiative

Data center process improvements

Application/database project

Infrastructure deployment or upgrade

Improve ROBO operations

Use public cloud services

Deploy a hybrid cloud

Deploy a private cloud

Data migration initiative

0% 10% 20% 30% 40%

(N=1098, Multiple Responses Allowed)

37%

33%

30%

29%

27%

23%

22%

22%

21%

21%

19%

19%

17%

16%

15%

Figure 12-1:  Primary drivers for interest in hyperconverged infrastructure
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Now, let’s look at respondents’ primary driver for considering hyper-

converged infrastructure, the results of which are shown in Figure 
12-2. See if you can tell exactly where the results of each question 

diverge from one another. Notice anything interesting?

Improving operational efficiency is near the top of both lists, as we’ll 

discuss later in this chapter. What’s a bit more interesting is where 

we see divergence, particularly as it pertains to data protection. 

There’s a vast gulf between the importance of data protection on the 

overall IT priorities list and what people look for in hyperconverged 

infrastructure. 

Improve operational efficiency

Cost reduction

Hardware upgrade / refresh

Improve scalability

Data center consolidation initiative

Improve backup / DR

VDI initiative

Improve ROBO operations

Need to accelerate VM provisioning

Ongoing performance issues

Reduction in interoperability issues

New application deployment

Dissatisfaction with legacy storage

Which of the following is the primary driver for your interest in 
hyperconverged infrastructure?

(N=405)

0% 10% 15%5% 20% 25%

23%

19%

10%

9%

6%

6%

5%

5%

4%

4%

3%

3%

3%

Figure 12-2: Primary driver for interest in hyperconverged infrastructure
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Data Protection

Improving data backup and disaster recovery emerged as the 

single most important overall need for the IT organization from 

this research. In comparing key drivers for hyperconverged infra-

structure against larger IT initiatives, it was surprising to see that 

data protection ranked seventh on the list despite the fact that it 

was identified as the highest IT priority to address. This may be 

due to the fact that enterprises aren’t equating modernizing the 

architecture with hyperconverged infrastructure with modernizing 

data protection; they continue to view hyperconverged solutions as 

simple conglomerations of servers and storage. Because, to many 

people, “hyperconverged” simply means exactly that, it may not be 

so far-fetched that they don’t consider data protection a key part of 

the hyperconverged package. Many hyperconverged infrastructure 

solutions include backup, recovery, disaster recovery, and business 

continuity capabilities.

This book devotes an entire chapter to this topic, so we won’t reiterate 

all of that here, except to say that those who have significant backup, 

recovery, and disaster-recovery needs would do well to carefully 

study the hyperconverged infrastructure market and understand 

what’s possible in this realm. With the right solution, there are some 

impressive data protection capabilities available.

From work performed by IDC, it’s clear that data 

protection continues to rise in importance. Learn more 

about this, including why IDC finds traditional backup/

recovery software to be insufficient for today’s workloads, 

by reviewing the paper that HPE has made available on 

the topic: https://www.hpe.com/us/en/resources/inte-

grated-systems/hyperconverged-data-protection.html.

https://www.hpe.com/us/en/resources/integrated-systems/hyperconverged-data-protection.html
https://www.hpe.com/us/en/resources/integrated-systems/hyperconverged-data-protection.html
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Operational Efficiency

The VM is the center of the universe when it comes to applications in 

most modern data centers. Most new workloads are deployed in VMs. 

However, consider the state of centralized policy in the data center. 

For data centers that have equipment from a wide variety of vendors, 

or that have a lot of “point solutions” (such as WAN accelerators and 

replication tools), there could be a number of touch points when it 

comes to policies.

These various touch points don’t always align very well with one 

another, particularly when there are different vendors in the mix. 

For example, while it may be possible to define some policies at the 

hypervisor layer, it’s often difficult to apply storage policies that have 

any awareness of VM boundaries. There are myriad other devices in 

the data center that can suffer from the same problem.

Since the VM is the center of the data center universe, why not 

implement a system that focuses directly on these constructs? 

Hyperconverged infrastructure solutions provide this opportunity to 

varying degrees, depending on the vendor. Rather than go to three 

different places to define storage, backup, and replication policies, 

some hyperconverged infrastructure systems enable these policies to 

be attached to the VM.

Policy application is just one aspect of operational efficiency. There 

are many more, including:

• Shielding complexity from the administrator. Even IT pros 

shouldn’t be subjected to complexity in the infrastructure when 

it can be avoided. Hyperconverged infrastructure helps make this 

happen. Availability mechanisms, such as RAID configurations 

and management, are often hidden from view and are simply a 

part of the environment. Software-defined networking takes this 

infrastructure simplification one step further, further automat-

ing and masking complexity from the VM admin with intuitive 

management GUIs.
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• Use-case improvements. Ensuring that new applications and 

use cases, such as edge and VDI deployments, can be supported 

without adding complexity and introducing inefficiency into 

operations, is critically important to help IT maintain alignment 

with business needs. When deploying these kinds of applications 

introduces inefficiency, IT and business alignment will suffer.

• Overall alignment enhancement. As has been mentioned, effi-

ciency and simplicity can help IT better achieve alignment with 

the business.

You’ll have noticed that cost reduction is also very high on the list 

for survey respondents. We believe that cost reduction and opera-

tional efficiency go hand in hand with one another for many people. 

However, we also understand that hyperconvergence has the poten-

tial to dramatically improve how the IT budget is constructed. You’ll 

learn much more about the economics behind hyperconvergence in 

Chapter 14.

Up Next
Alignment is about more than just technology. It’s also about people 

and hyperconvergence can—and will—have some impact on you. 

Don’t let hyperconvergence worry you with regard to what it means 

for your job. In the next chapter, we’ll tackle that issue.



SECTION 3

Organizational 
Considerations



CHAPTER 13

Hyperconvergence 
Economics: The Impact  
on the IT Budget
Hyperconverged infrastructure has the potential to transform more 

than just the data center. By unlocking staff time and other resourc-

es, hyperconvergence can help your organization transform IT from 

a “keeping the lights on” cost center to a top-line revenue driver.

Focus on the Business, Not the Tech
We talked in Chapter 12 about the need for alignment between IT 

and the business. When the technology becomes too complex for IT 

to fully manage, or constantly requires the addition of new IT staff 

and skills, the focus shifts from the business to the infrastructure. 

In other words, people focus on building the infrastructure itself in-

stead of enhancing what the infrastructure can do for the business. 

That can lead to a long-term problem and is one of the primary 

reasons that you’ll start seeing misalignment.

The goal for most organizations must be to reduce the amount of 

“technical overhead.” Just like other areas of the business, you re-

duce overhead to lower costs. You can do the same thing in IT with 

its own version of overhead. Reduction activities include simplifying 

administration, improving utilization of existing assets, and limiting 

the staff time spent on the care of feeding the existing infrastructure.

The result is often reduced budgetary needs, and it can also mean 

that the company is better able to seize new business opportunities as 
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they arise. That alone can have a dramatic positive impact on an or-

ganization’s finances and the perception of IT’s value to the business.

Where Do the Savings Emerge?
This next question revolves around the actual source of savings. As 

you evaluate hyperconverged infrastructure solutions for yourself, 

these are some of the areas in which you’ll need to focus to properly 

calculate cost and expense differential between your traditional en-

vironment and the hyperconverged environment.

• No need to separate workloads. By having the ability to consoli-

date workload silos into fewer or even just one silo, you can more 

easily increase overall utilization of what you’re running. This 

harkens back to the early days of server virtualization, which 

carried increased utilization as a key driver for adoption.

• Coexistence with existing systems. Although this isn’t possible 

for all hyperconverged infrastructure solutions, the savings can 

be significant for those that can, in fact, coexist with existing 

infrastructure. In this scenario, you can more easily continue to 

use some existing systems (generally, existing vSphere hosts) in 

conjunction with the new hyperconverged environment.

• Reduction in electrical and cooling. If you eliminate a bunch 

of servers, a slew of hard drives, and the accompanying infra-

structure (such as WAN accelerators and SSD caches) from your 

data center, you will massively reduce your electrical and cooling 

costs. Less equipment translates to less power. Fewer moving 

parts means less generated heat, which leads to lower cooling 

costs. Whether or not you’re a fan of the Green New Deal, it’s 

easy to agree that reducing electrical costs, and therefore emis-

sions, is a laudable goal.

• Don’t discount these potential savings. They can be significant 

and are direct reductions on the operational side of the budget.
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• Reduced maintenance contracts. You probably have annual 

maintenance contracts on everything in your data center. What 

would be the impact if you had fewer such contracts because 

you no longer required those hardware or software components 

in your data center? The likely outcome is that you’d be saving 

money in the operational budget. As has been stated throughout 

this book, hyperconverged infrastructure has the potential to 

transform IT operations, including the operational budget.

• Get those digital transformation efforts off the ground. Less 

“tech” to manage means that the same or even fewer staff can 

manage it. There are fewer discrete skill sets needed in a hy-

perconverged infrastructure, meaning you can begin to redirect 

efforts toward goals that are more directly business-facing.

• Training. Top-down management (workload) vs. bottom-up 

(component) means less training will be required. Consider an 

iPhone. The iPhone handily replaces several distinct devices. 

But with the iPhone, there’s only one interface to learn vs. the 

component-level management of a GPS, music player, camera, 

video recorder, timepiece, and so on.

• Operational and capital expense improvements. You’ve seen 

a number of ways that operational efficiency can be improved, 

which reduces operational expense, but hyperconverged infra-

structure can also have a dramatic impact on capital budgets. A 

lower cost of acquisition is just the beginning. As was mentioned 

previously in this book, you can implement a “rolling upgrade” 

paradigm. This can even out many of the spikes and valleys in-

herent in many capital budgets and enable easier scaling, which 

doesn’t rely on predetermined financial schedules.
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Initial Investment Analysis
The initial investment in a solution is often one of the only financial 

elements considered by many organizations. That’s because it’s 

really important. They need to know how much a solution is going 

to cost right now. However, there are a ton of flaws inherent in this 

myopic model. First, you don’t get a good feel for what the TCO will 

be for the solution. Forrester recently revealed that hyperconverged 

infrastructure can deliver a 192% ROI and a payback period as short 

as 7 months.4

Furthermore, many traditional procurement models aren’t even 

looking at what the business needs today. Instead, because of the 

way that most organizations have established budgets, they’re buy-

ing the solutions that they need three or even five years from today. 

In other words, you’re buying resources you’ll have to grow into, not 

what you actually need immediately.

4 https://www.hpe.com/us/en/resources/integrated-systems/simplivity-economic-impact.html

YEAR 1 YEAR 2 YEAR 3 YEAR 4 YEAR 5

Load Purchased Capacity

Zone of Zero 
Return

Figure 13-1: Load vs. purchased capacity in a traditional data center 
infrastructure

https://www.hpe.com/us/en/resources/integrated-systems/simplivity-economic-impact.html
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Let’s examine this in more detail. In the Figure 13-1, you’ll see two 

lines. The flat line is the purchased resource capacity at the incep-

tion of the current replacement cycle. The sloping line is the actual 

resource need in the data center. The shaded area is a zero ROI zone. 

For the first few years of this solution, there’s massive waste in 

resource and budget. IT has to buy this way today because many data 

center solutions don’t easily lend themselves to incremental scale. 

Instead, IT staff have to attempt to project the data center’s needs for 

the next three to five years, and they won’t always get it right. This 

is not a knock on IT pros; after all, stock market gurus often fail to 

predict markets, too. It’s just the way things are based on the tools 

we have today.

CapEx vs. OpEx Financial 
Models
There are two kinds of expenses that you need 

to keep in mind when you consider data center 

economics:

Capital expenditures (CapEx)—These align 

pretty closely with the initial cost of a solution and are often considered 

the one-time costs associated with a purchase.

Operational expenditures (OpEx)—An operational expenditure (OpEx) 

financial model is where you consume IT services on your own terms, 

and only pay for what you use. 

HPE GreenLake for HPE SimpliVity is a service that delivers IT outcomes 

with hardware, software, and expertise on-premises in a pay-per-use 

model. Start with the capacity you need today and grow with business 

demand, leveraging active capacity management, variable monthly pay-

ments based on metered usage, and help eliminate overprovisioning. 

Included services help to remove the heavy lifting in IT, freeing up IT 

staff to focus on delivering business value.  
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Hyperconverged infrastructure solutions can help you break out of 

this cycle and more closely match data center resources with current 

business needs. By enabling granular and simple scaling, you can buy 

what you need today and, as the business grows, just add more nodes.

Besides being technically simple, this also enables you to rethink the 

budgeting process. By not having to buy for needs that might be in 

place three to five years from now, you can focus on improving what 

the business needs today.

Your Financial Evaluation Criteria
As you consider implementation of hyperconverged infrastructure, 

Figure 13-2 shows a simple worksheet you can use to help determine 

which solution makes the most financial sense—a traditional ap-

proach or a hyperconverged infrastructure.

Figure 13-2: Traditional vs. hyperconverged infrastructure worksheet

Savings

1T OG 1T OG 1T OG

Server

Hypervisor

Storage/SAN

Backup/Recovery Tools

Disaster Recovery Tools

WAN Accelerator

SSD Cache

Deduplication Appliance

Power & Cooling

Dedicated Staffing

Other

Totals

Traditional

1T = One-time
OG = Ongoing Hyperconverged Difference
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That’s a Wrap!
You’ve now been introduced to hyperconverged infrastructure, its 

use cases, plus the organizational and financial considerations for 

the technology. You’ve made it through the jungle of hypercon-

verged infrastructure and can move on to more harmonious locales. 

We hope your journey here has helped you better understand this 

important topic.
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ABOUT HPE

Hewlett Packard Enterprise is an industry-leading technology com-

pany that enables customers to go further, faster. With the industry’s 

most comprehensive portfolio, spanning the cloud to the data center 

to workplace applications, our technology and services help custom-

ers around the world make IT more efficient, more productive, and 

more secure. 

For more information, visit www.hpe.com

http://www.hpe.com
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ABOUT ACTUALTECH MEDIA

ActualTech Media is a B2B tech marketing company that connects 

enterprise IT vendors with IT buyers through innovative lead gen-

eration programs and compelling custom content services. 

ActualTech Media’s team speaks to the enterprise IT audience be-

cause we’ve been the enterprise IT audience.  

Our leadership team is stacked with former CIOs, IT managers, 

architects, subject matter experts and marketing professionals that 

help our clients spend less time explaining what their technology 

does and more time creating strategies that drive results.

For more information, visit www.actualtechmedia.com
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